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Abstract

In this paper, we propose an iterative algorithm for finding solution of split feasibilty problem
involving a λ−strictly pseudo-nonspreading map and asymptotically nonexpansive semigroups
in two real Hilbert spaces. We prove weak and strong convergence theorems using the sequence
obtained from the proposed algorithm. Finally, we applied our result to solve a monotone
inclusion problem and present a numerical example to support our result.
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1 Introduction
The split feasibility problem (SFP) in finite dimensional Hilbert spaces was first introduced by
Censor and Elfving [1] for modelling inverse problems which arise from phase retrievals and in
medical image reconstruction. Since then, SFP has received much attention due to its applications
in signal processing, image reconstruction, with particular progress in intensity-modulated radia-
tion therapy, approximation theory, control theory, biomedical engineering, communications, and
geophysics (see for e.g., [2], [3], [4], [5] and the references contained in them). Let H1 and H2 be
two real Hilbert spaces, C and Q be nonempty closed convex subsets of H1 and H2, respectively.
The SFP is formulated as follows; find a point q ∈ H1 such that:

q ∈ C and Aq ∈ Q, (1.1)

where A : H1 → H2 is a bounded linear map.

Suppose (1.1) has a solution, it is easy to see that q ∈ C solves (1.1) if and only if it solves the
following fixed point equation:

p = PC(I − γA∗(I − PQ)A)p, p ∈ C, (1.2)

where PC and PQ are the projections onto C and Q, respectively, γ is a positive constant, and
A∗ denotes the adjoint of A. We remark that equation (1.1) is called a split common fixed point
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problem (SCFPP) if C and Q are the set of fixed points of two nonlinear maps. If in (1.1), C
and Q are intersections of fixed points sets of finite families of some nonlinear maps, the SFP is
called multiple set split feasibilty problem (MSSFP) (see [4]). It is known that each nonempty closed
convex subset of a Hilbert space is the set of fixed points of its projection, therefore, the SCFPP
may be considered as a generalization of split feasibility problem.
A popular algorithm used to solve the SFP is the CQ− algorithm introduced and studied by
Byrne [2]:

xn+1 = PC(xn − γA∗(I − PQ)Axn), n ≥ 1, (1.3)

where γ ∈ (0, 1
λ ) with λ being the spectral radius of the operator A∗A. As noted by Moudafi [6],

the CQ algorithm (1.3) is a special case of the Krasnoselski-Mann(K −M) algorithm. Precisely,
using the formulation (1.1) of the SFP, we can apply the K −M algorithm to the operator PC(I −
γA∗(I − PQ)A) and obtain the following algorithm.

xn+1 = (1− αn)xn + αnPC(I − γA∗(I − PQ)A)xn, n ∈ N, (1.4)

where γ ∈ (0, 2
λ ), and again λ is the spectral radius of the operator A∗A. He further observed that if

the control parameters {αn} satisfy the condition
∑∞
n=1 αn(1−αn) =∞, Algorithm (1.4) converges

weakly to a solution of the SFP.
Let A : H1 → H2 be a bounded linear operator, U : H1 → H1 and T : H2 → H2 be two quasi-
nonexpansive operators with nonempty fixed-point sets FixU = C and FixT = Q, and denote
the solution set of the two-operator SCFPP by Γ = {y ∈ C : Ay ∈ Q}. To solve SCFPP, Censor
and Segal [7] proposed and proved, in finite-dimensional spaces, the convergence of the following
algorithm:

xn+1 = U(xn + γAt(T − I)Axn), n ∈ N, (1.5)

where γ ∈ (0, 2
λ ), with λ being the largest eigenvalue of the matrix AtA (t stands for matrix

transposition). Inspired by algorithms (1.3), (1.4) and (1.5), Moudafi [6], introduced and studied
in infinite dimensional Hilbert space the following sequence for two quasi -nonexpansive mappings.

xn+1 = Uαn
(xn + γA∗(Tβ − I)Axn), n ∈ N, (1.6)

where β ∈ (0, 1), and αn ∈ (0, 1) are relaxation parameters and γ > 0.
Several other modifications of (1.3) have been made by many authors under different settings for
solving problem (1.1) (see e.g., [6], [5], and the references contained in them).
In 2011, Osilike and Isiogugu [8] introduced an important class of nonlinear mappings called k−
strictly pseudo- nonspreading maps and obtained some convergence results for the said class of
operators in real Hilbert spaces. Inspired by definition (3.1) of [8] and the definition of asymp-
totically strict pseudocontractive mappings given by Qihuo [9], Quan and Chang [10] introduced
and studied a class of maps called k− strictly asymptotically pseudo- nonspreading maps in a real
Hilbert space. They obtained some convergence theorems for solving SCFPP involving the class of
k− strictly asymptotically pseudo- nonspreading mappings.

Recently, Cholamjiak and Shehu [11] obtained the following result for solving SCFPP involving
asymptotically nonexpansive semigroup and total asymptotically strict pseudocontractive mapping.

Theorem 1.1. (Cholamjiak and Shehu [11]) Let H1 and H2 be two real Hilbert spaces, A : H1 → H2

is a bounded linear operator and A∗ : H2 → H1 is the adjoint of A; {S(t) : t0} is a uniformly
asymptotically regular nonexpansive semigroup on H1; T : H2 → H2 a uniformly L− Lipschitzian
continuous and (k, {µn}, {ξn}, φ)−total asymptotically strict pseudocontractive mapping satisfying∑
µn < ∞,

∑
ξn < ∞. conditions: Assume that C :=

⋂
t0 F (S(t)) 6= ∅, Q := F (T ) 6= ∅ and

Ω := {y ∈ C : Ay ∈ Q = C ∩A−1(Q)} 6= ∅. Let {xn} be the sequence generated by x1 ∈ H1,
un = (1− αn)xn,

yn = un + γA∗(Tn − I)Aun,

xn+1 = (1− βn)yn + βnS(tn)yn, n ≥ 1,

(1.7)
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where {tn} is a sequence of real numbers, {βn}, {αn} is a sequence in (0, 1), satisfy the following
conditions;
(a) 0 < ε ≤ βn ≤ b < 1; (b) γ ∈ (0, 1−k

||A||2 ).

(b) µn = o(αn), ξn = o(αn), limαn = 0
∑
αn =∞. Then the sequence {xn} converges strongly to

an element of Ω.

For more results on SCFPP (see, for e.g., [12] and the references contained therein).
Motivated by the recent research going on in the direction of split common fixed point problems, it
is our purpose in this paper to construct an iterative algorithm for approximating solution of split
feasibility problem involving a strictly pseudo-nonspreading map and asymptotically nonexpansive
semigroup in real Hilbert spaces. Under some suitable conditions on the parameters, and the
operator, it is proved that the proposed i algorithm converges weakly and strongly to a solution of
SFP for the class of operators under consideration. The result obtained improve on the results of
Chang et. al. [10], complements the results of; Cholamjiak and Shehu [11], Ezeora and Ogbonna [13],
Moudafi [6] and many others.

2 Preliminaries
Let H be a real Hilbert space. We shall denote xn ⇀ v∗ and xn → v∗ as n → ∞ to indicate that
the sequence {xn} converges weakly to v∗ and converges strongly to v∗, respectively. The following
definitions and lemmas will be used in the sequel.

Definition 2.1. Let T : H → H be a map. T is called:
(i) nonspreading if for each u, v ∈ H

||Tu− Tv||2 ≤ ||u− v||2 + 2〈u− Tu, v − Tv〉,

(ii) λ-strictly pseudo-nonspreading if for each u, v ∈ H there exists λ ∈ [0, 1[ such that

||Tu− Tv||2 ≤ ||u− v||2 + λ||(I − T )u− (I − T )v||2 + 2〈u− Tu, v − Tv〉,

(iii) Lipschitz if for each u, v ∈ H there exists L > 0 such that

||Tu− Tv|| ≤ L||u− v||,

(iv) nonexpansive if for each u, v ∈ H, L = 1 in the inequality of (iii).
(v) quasi nonexpansive if

||Tu− q|| ≤ ||u− q|| ∀(u, q) ∈ H × F (T ).

(vi) firmly nonexpansive if

||Tu− Tv||2 ≤ ||u− v||2 − ||(u− v)− (Tu− Tv)||2 ∀(u, v) ∈ H ×H.

(vii) firmly quasi nonexpansive if

||Tu− q||2 ≤ ||u− q||2 − ||(u− Tu)||2 ∀(u, q) ∈ H × F (T ).

Definition 2.2. A map T : H → H is called semi-compact, if for any sequence {xn} in H such
that lim ||xn − Txn|| = 0, there exists a subsequence {xnj

} of {xn} such that xnj
→ p ∈ H.

Definition 2.3. A map T : H → H is called {kn}-asymptotically nonexpansive if for each u, v ∈ H
there exists a sequence {kn} ⊂ [1,∞[ with kn → 1 such that

||Tnu− Tnv|| ≤ kn||u− v||.
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Example 2.4. Let C be a unit ball in a real Hilbert space H. Let T : C → C be a map defined by

T : (u1, u2, · · · )→ (0, u2
1, a2u2, a3u3, · · · ),

where {ai} is a sequence in (0, 1) such that Πn
i=2ai = 1

2 . Goebel and Kirk [14] proved that
(i) ||Tu− Tv|| ≤ 2||u− v||, ∀ u, v ∈ C
(ii) ||Tnu− Tnv|| ≤ 2Πn

i=2ai||u− v||, ∀ n ≥ 2, u, v ∈ C.
Denote k

1
2
1 = 2, k

1
2
n = 2Πn

i=2ai = 1, n ≥ 2. Then, lim kn = lim(2Πn
i=2ai)

2 = 1.

Thus, for each u, v ∈ C, we have:

||Tnu− Tnv||2 ≤ kn||u− v||2,

which implies that T is {kn}-asymptotically nonexpansive.

Definition 2.5. A one-parameter family F := {T (t) : t ≥ 0} of H into itself is called a strongly
continuous semigroup of Lipschitzian map on H if it satisfies the following conditions:
(i) T(0)u = u, for all u ∈ H;

(ii) T(s+t) = T(s)T(t), for all s, t ≥ 0;

(iii) for each u ∈ H the map t 7→ T (t)u is continuous;

(iv) for each t > 0, there exists a bounded measurable function L(t) : [0,∞[→ [0,∞[ such that

||T (t)u− T (t)v|| ≤ L(t)||u− v||,

for all u, v ∈ H.
A strongly continuous semigroup of Lipschitzian map F is called strongly continuous semigroup of
nonexpansive maps if L(t) = 1, for each t > 0, and strongly continuous semigroup of asymptotically
nonexpansive if lim supt→∞ L(t) ≤ 1. We note that for asymptotically nonexpansive semigroup F ,
we can always assume that {L(t)}t>0 is such that L(t) ≥ 1 for each t > 0, L(t) is nonincreasing in
t, and limt→∞ L(t) = 1; or we replace L(t), for each t > 0, with L(t) := max{sups≥t L(s), 1}. We
denote the set of fixed points of F by

Fix(F) = {u ∈ H : T (t)u = u, 0 ≤ t} = ∩t≥0F (T (t)).

If F satisfies (i)-(iii) and

lim sup
t→∞u∈M

||T (t)u− T (s)T (t)u|| = 0, ∀ s > 0 where M ⊆ C ⊂ H is bounded.

Then F is called uniformly asymptotically regular on C.

Example 2.6. (See Lemma 2.7 of [15]) Let D be a bounded closed convex subset of H, and F =
{S(t) : t > 0} be a nonexpansive semigroup on H such that Fix(F) is nonempty. For each h > 0,

set σt(x) = 1
t

∫ t
0
S(s)xds, then

lim sup
t→∞x∈D

||S(h)(σtx)− σt(x)|| = 0.

The set {σt : t > 0} defined above is a uniformly asymptotically regular nonexpansive semigroup,
(see [16]).

Example 2.7. Let E be a uniformly convex Banach space which admits a weakly continuous duality
map. Let L(E) be the space of all bounded linear operators on E. For Ψ ∈ L(E), define F := {T (t) :
t ∈ R+} of bounded linear operators by using the following exponential expression:

T (t) = exp−tΨ :

∞∑
k=0

(−1)k

k!
tkΨk.
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Then, clearly, the family F := {T (t) : t ∈ R+} satisfies the semigroup properties.
Moreover, this family forms a one parameter semigroup of self-mappings of E because exp−tΨ =
[exptΨ]−1 : E → E exists for each t ∈ R+.

Definition 2.8. A Banach space E is said to satisfy Opial’s condition if for any sequence {xn} ∈ E,
xn ⇀ x, for any y ∈ E with y 6= x, we have

lim inf
n→∞

||xn − x|| < lim inf
n→∞

||xn − y||.

Lemma 2.9. Let H be a real Hilbert space. Then, for all x, y ∈ H, λ ∈ [0, 1], we have:

||λx+ (1− λ)y||2 = λ||x||2 + (1− λ)||y||2 − λ(1− λ)||x− y||2.

Lemma 2.10. (Tan and Xu, [17]) Let {an} and {αn} be sequences of nonnegative real numbers
satisfying the following relation:

an+1 ≤ (1 + αn)an, ∀ n ≥ 1.

If
∑
αn <∞, then lim an, exists and if lim inf an = 0, then, lim an = 0.

Lemma 2.11. (Quan and Chang, [10]) Let C be a nonempty closed convex subset of a real Hilbert
space H. Let T : C → C be a continuous k-asymptotically strictly pseudo-nonspreading map such
that
F (T ) 6= ∅. Then, F (T ) is closed and convex.

Lemma 2.12. (Chang et al., [18]) Let X be a real uniformly convex Banach space, C be a nonempty
closed subset of X. Let T : C → C be an asymptotically nonexpansive mapping. Then, I − T is
demi-closed at zero.

Lemma 2.13. (Osilike and Isiogugu, [8]) Let H be a real Hilbert space, C be a nonempty and
closed convex subset of H, and T : C → C be a k-strictly pseudo-nonspreading mapping. Then, the
following hold:
(a) If Fix(T ) 6= ∅, then, it is closed and convex.
(b) T is demi-closed at 0.

Lemma 2.14. (see [10]) Let K be a nonempty closed convex subset of a real Hilbert space H,
and let T : K → K be a continuous − asymptotically strictly pseudo-nonspreading mapping. If
F (T ) 6= ∅, then it is a closed and convex subset of H.

Lemma 2.15. (see [10]) Let K be a nonempty closed convex subset of a real Hilbert space H, and
let T : K → K be a continuous κ− symptotically strictly pseudo-nonspreading mapping. Then
(I−T ) is demiclosed at 0, that is, if xn ⇀ x∗ and lim supm→∞ lim supn→∞||(I−Tm)xn|| = 0, then
||(I − T )x∗|| = 0.

Lemma 2.16. ( Moudafi [6]) Let T be a quasi-nonexpansive mapping, and set Tα := (1 − α)I +
αT, for α ∈ (0, 1]. Then, the following properties are reached for all (x, q) ∈ H × F (T ) :
(1.) 〈x− Tx, x− q〉 ≥ 1

2 ||x− Tx||
2 and 〈x− Tx, q − Tx〉 ≤ 1

2 ||x− Tx||
2.

(2.) ||Tαx− q||2 ≤ ||x− q||2 − α(1− α)||Tx− x||2.
(3.) 〈x− Tαx, x− q〉 ≥ α

2 ||x− Tx||
2.

Remark 2.17. Every Hilbert space H satisfies the opial’s condition.

3 Main Result
Theorem 3.1. Let H1 and H2 be real Hilbert spaces. Let A : H1 → H2 be a bounded linear map
such that A 6= 0, and A∗ be the adjoint of A. Let {S(t) : t ≥ 0} : H1 → H1 be a uniformly
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asymptotically regular asymptotically nonexpansive semigroup with a bounded measurable function
L(t) : [0,∞[→ [0,∞[ such that lim

t→∞
L(t) = 1 and M0 := ∩

t≥0
F (S(t)) 6= ∅. Let T : H2 → H2 be an

L-Lipschitz and λ-strictly pseudo-nonspreading map such that F (T ) 6= ∅. Let the sequence {xn} be
generated by 

x1 ∈ H1;

un = xn + γA∗(T − I)Axn;

xn+1 = (1− β)un + βS(tn)un,

(3.1)

where β ∈ (0, 1), γ > 0 with 0 < γ < 1−λ
M ||A||2 and {tn} is a sequence of positive real numbers

satisfying the following conditions:

(C1) lim tn =∞, (C2)
∞∑
n=1

(L2(tn)− 1) <∞ and (C3) M = supn L(tn).

(A) Suppose D := {p ∈M0 : Ap ∈ F (T )} 6= ∅. Then, the sequence {xn} converges weakly to p ∈ D.
(B) If in addition there exists S(t∗) ∈ {S(t) : t ≥ 0} that is semi-compact. Then, the sequence {xn}
converges strongly to p ∈ D.

Proof. We divide our proof into five steps.
Step 1. We prove that lim ||xn − p|| exists.
Let p ∈ D. Then, p ∈M0 and Ap ∈ F (T ). We compute as follows:

||un − p||2 = ||xn + γA∗(T − I)Axn − p||2

= ||xn − p||2 + 2γ〈xn − p,A∗(T − I)Axn〉+ γ2〈A∗(T − I)Axn, A
∗(T − I)Axn〉

= ||xn − p||2 + 2γ〈xn − p,A∗(T − I)Axn〉+ γ2〈AA∗(T − I)Axn, (T − I)Axn〉
≤ ||xn − p||2 + 2γ〈A(xn − p), (T − I)Axn〉+ γ2||A||2||(T − I)Axn||2. (3.2)

Since T is λ− strictly pseudo-nonspreading and Ap ∈ F (T ), then, we have:

||TAxn −Ap||2 ≤ ||Axn −Ap||2 + λ||(T − I)Axn||2. (3.3)

Also,

||TAxn −Ap||2 = ||(TAxn −Axn) + (Axn −Ap)||2

= ||TAxn −Axn||2 + ||Axn −Ap||2 + 2〈TAxn −Axn, Axn −Ap〉. (3.4)

Using equations (3.2) and (3.3), we have:

2〈TAxn −Axn, Axn −Ap〉 ≤ (λ− 1)||(T − I)Axn||2. (3.5)

From inequality (3.5), we have:

〈TAxn −Axn, TAxn −Ap〉 = ||(T − I)Axn||2 + 〈TAxn −Axn, Axn −Ap〉

≤ λ+ 1

2
||(T − I)Axn||2. (3.6)

From inequality (3.2), we obtain that:

2γ〈A(xn − p), (T − I)Axn〉 = 2γ〈A(xn − p) + (T − I)Axn − (T − I)Axn, (T − I)Axn〉
= 2γ〈TAxn −Ap, (T − I)Axn〉 − 2γ||(T − I)Axn||2. (3.7)

Substituting inequality (3.6) in inequality (3.7), we have:

2γ〈A(xn − p), (T − I)Axn〉 ≤ γ(λ+ 1)||(T − I)Axn||2 − 2γ||(T − I)Axn||2

= γ(λ− 1)||(T − I)Axn||2. (3.8)
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Substituting inequality (3.8) in inequality (3.2), we have:

||un − p||2 ≤ ||xn − p||2 + γ(λ− 1)||(T − I)Axn||2 + γ2||A||2||(T − I)Axn||2

= ||xn − p||2 − γ[1− (λ+ γ||A||2)]||(T − I)Axn||2. (3.9)

By Lemma 2.9, equation (3.1) and inequality (3.9), we have:

||xn+1 − p||2 = ||(1− β)un + βS(tn)un − p||2

= (1− β)||un − p||2 + β||S(tn)un − p||2 − β(1− β)||S(tn)un − un||2

≤ (1− β)||un − p||2 + βL2(tn)||un − p||2 − β(1− β)||S(tn)un − un||2

= [1 + β(L2(tn)− 1)]||un − p||2 − β(1− β)||S(tn)un − un||2

= [1 + β(L2(tn)− 1)]

[
||xn − p||2 − γ[1− (λ+ γ||A||2)]||(T − I)Axn||2

]
−β(1− β)||S(tn)un − un||2

≤ [1 + β(L2(tn)− 1)]||xn − p||2 − γ[1− (λ+ γ||A||2)]||(T − I)Axn||2 (3.10)
−β(1− β)||S(tn)un − un||2

≤ [1 + β(L2(tn)− 1)]||xn − p||2. (3.11)

Since
∑

(L2(tn)− 1) <∞, by Lemma 2.10, we have that

lim ||xn − p|| exists (3.12)

Hence, {xn} and {un} are bounded.

Step 2. We prove that lim ||xn+1 − xn|| = 0.
From inequality (3.10), set η := 1

β(1−β) and $ := 1
γ[1−(λ+γ||A||2)] . Then, we have:

||S(tn)un − un|| ≤ η
[
β(L2(tn)− 1)||xn − p||2 + ||xn − p||2 − ||xn+1 − p||2

]
, (3.13)

||(T − I)Axn||2 ≤ $
[
β(L2(tn)− 1)||xn − p||2 + ||xn − p||2 − ||xn+1 − p||2

]
. (3.14)

By condition (C2), β(L2(tn)− 1)→ 0. Applying this and conclusion (3.12) in (3.13) and (3.14) and
noticing that {||xn − p||} is bounded, we have:

lim ||S(tn)un − un|| = 0 and lim ||(T − I)Axn|| = 0. (3.15)

Furthermore, from inequality (3.9) and equation (3.1), we have:

lim ||un − p|| exists and ||xn − un|| ≤ γ||A||||(T − I)Axn|| → 0 as n→∞. (3.16)

Now,

||xn+1 − xn|| = ||(1− β)un + βS(tn)un − xn||
= ||(1− β)(xn + γA∗(T − I)Axn) + βS(tn)un − xn||
= ||(1− β)γA∗(T − I)Axn + β(S(tn)un − xn)||
= ||(1− β)γA∗(T − I)Axn + β(S(tn)un − un) + β(un − xn)||
≤ γ||A||||(T − I)Axn||+ β||(S(tn)un − un)||+ β||un − xn|| → 0 as n→∞.

Step 3. We show that lim ||un − S(t)un|| = 0, ∀ t ≥ 0.

Since {S(t) : t ≥ 0} is uniformly asymptotically regular and lim tn = ∞, also, t 7→ S(·)x is
continuous for each x ∈ H1, then, we have:

lim
n→∞

||S(t)S(tn)un − S(tn)un|| ≤ lim sup
n→∞ x∈M

||S(t)S(tn)x− S(tn)x|| → 0.
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Thus,

||un − S(t)un|| ≤ ||un − S(tn)un||+ ||S(tn)un − S(t)S(tn)un||+ ||S(t)S(tn)un − S(t)un||.

This implies that ||un − S(t)un|| → 0 as n→∞.
Step 4. We show that the sequence {xn} converges weakly to a point p ∈ D.
Since {xn} is bounded, then, there exists a subsequence {xnj} of {xn} such that xnj ⇀ p as j →∞.

But S(t) is asymptotically nonexpansive, for each t ≥ 0. Then, by Lemma 2.12, S(t) is demi-closed
at 0. Hence, p ∈ F (S(t)) ∀ t ≥ 0.. That is p ∈ ∩t≥0F (S(t)).

Furthermore, A is a bounded linear operator. Hence, {Axnj} converges weakly to Ap. From
equation (3.15), we obtain that lim ||(T − I)Axnj

|| = 0. By demi-closedness of T at 0, it follows
that Ap ∈ F (T ). Hence, p ∈ D.
Next we show that p is unique. Assume for contradiction, that there exists another subsequence
{xnk

} of {xn} such that xnk
⇀ u∗ as k →∞, where p 6= u∗. Recall that from Step 4 above {xnj}

is a subsequence of {xn} such that xnj ⇀ p as j →∞. Using similar arguments as those of step 4,
one can show that u∗ ∈ D. By Remark 2.17, we know that H1 satisfies Opial condition, hence we
have:

lim inf
k→∞

||xnk
− p|| < lim inf

k→∞
||xnk

− u∗||

= lim
n→∞

||xn − u∗||

= lim inf
j→∞

||xnj
− u∗||

< lim inf
j→∞

||xnj
− p||

= lim
n→∞

||xn − p||

= lim inf
k→∞

||xnk
− p||.

Hence, a contradiction. Therefore, xn ⇀ p as n→∞. This completes the proof conclusion (A).

Next, we proof for condition (B)

Since there exists S(t∗) ∈ {S(t) : t ≥ 0} that is semi-compact and lim ||un − S(t)un|| = 0 ∀ t ≥ 0,
then, there exists a subsequence {unj} of {un} such that {unj} converges strongly to κ∗ ∈ H1.
Applying equation (3.16) and the fact that {unj} converges strongly to κ∗ ∈ H1, we obtain that
there exists a subsequence {xnj

} of {xn} which converges strongly to κ∗. Since {xn} converges
weakly to p, then, κ∗ = p. Furthermore, lim ||xn − p|| exists and lim ||xnj

− p|| = 0. Therefore,
{xn} converges strongly to p ∈ D.
This completes the proof conclusion (B).

Corollary 3.1. Let H1 and H2 be real Hilbert spaces. Let A : H1 → H2 be a bounded linear map
such that A 6= 0, and A∗ be the adjoint of A. Let {S(t) : t ≥ 0} : H1 → H1 be a nonexpansive
semigroup with a bounded measurable function L(t) : [0,∞[→ [0,∞[ such that L(t) = 1, ∀ t > 0
and M := ∩

t≥0
F (S(t)) 6= ∅. Let T : H2 → H2 be an L-Lipschitz and λ-strictly pseudo-nonspreading

map such that F (T ) 6= ∅. Let the sequence {xn} be generated by
x1 ∈ H1;

un = xn + γA∗(T − I)Axn;

xn+1 = (1− β)un + βS(t)un,

(3.17)

where β ∈ (0, 1), γ > 0 with 0 < γ < 1−λ
||A||2 .

(A) Suppose D := {p ∈M : AP ∈ F (T )} 6= ∅. Then, the sequence {xn} converges weakly to p ∈ D.
(B) If in addition there exists S(t∗) ∈ {S(t) : t ≥ 0} that is semi-compact. Then, the sequence {xn}
converges strongly to p ∈ D.
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Corollary 3.2. Let H1 and H2 be real Hilbert spaces. Let A : H1 → H2 be a bounded linear
map such that A 6= 0, and A∗ be the adjoint of A. Let S : H1 → H1 be a nonexpansive map and
F (S) 6= ∅. Let T : H2 → H2 be an L-Lipschitz and λ-strictly pseudo-nonspreading map such that
F (T ) 6= ∅. Let the sequence {xn} be generated by

x1 ∈ H1;

un = xn + γA∗(T − I)Axn;

xn+1 = (1− β)un + βSun,

(3.18)

where β ∈ (0, 1), γ > 0 with 0 < γ < 1−λ
||A||2 .

(A) Suppose D := {p ∈ F (S) : AP ∈ F (T )} 6= ∅. Then, the sequence {xn} converges weakly to
p ∈ D.
(B) If in addition S is semi-compact. Then, the sequence {xn} converges strongly to p ∈ D.

Definition 3.2. (see [10]) Let H be a real Hilbert space. A mapping T : D(T ) ⊆ H → H is said to
be k−asymptotically strictly pseudo-nonspreading if there exists a constant k ∈ [0, 1) and a sequence
{kn} ⊆ [0,∞) with kn → 1(n→∞) such that

||Tnx−Tny||2 ≤ kn||x−y||2 +k||x−Tnx−(y−Tn)y||2 +2〈x−Tnx, y−Tny〉, ∀x, y ∈ D(T ). (3.19)

For an elegant example of k−asymptotically strictly pseudo-nonspreading, one can see Example 1.5
of [10]. Using definition 3.2, and Theorem 3.1 of [10], we obtain the following result.

Theorem 3.3. Let H1 and H2 be real Hilbert spaces. Let A : H1 → H2 be a bounded linear map
such that A 6= 0, and A∗ be the adjoint of A. Let {S(t) : t ≥ 0} : H1 → H1 be a uniformly
asymptotically regular asymptotically nonexpansive semigroup with a bounded measurable function
L(t) : [0,∞[→ [0,∞[ such that lim

t→∞
L(t) = 1 and M0 := ∩

t≥0
F (S(t)) 6= ∅. For each i = 1, 2, · · · , N,

let Ti : H2 → H2 be a continuous uniformly L-Lipschitz and ki- asymptotically strictly pseudo-
nonspreading map such that Γ =

⋂N
i=1 F (Ti) 6= ∅. Let the sequence {xn} be generated by

x1 ∈ H1;

un = xn + γA∗(Tnn(modN) − I)Axn;

xn+1 = (1− β)un + βS(tn)un,

(3.20)

where β ∈ (0, 1), γ > 0 with 0 < γ < 1−λ
M ||A||2 and {tn} is a sequence of positive real numbers

satisfying the following conditions:

(C1) lim tn =∞, (C2)
∞∑
n=1

(L2(tn)− 1) <∞ and (C3) M = supn L(tn).

(A) Suppose D := {p ∈M0 : AP ∈ Γ} 6= ∅. Then, the sequence {xn} converges weakly to p ∈ D.
(B) If in addition there exists S(t∗) ∈ {S(t) : t ≥ 0} that is semi-compact, then, the sequence {xn}
converges strongly to p ∈ D.

Proof. The proof follows from the proof of Theorem 3.1 of this work and Theorem 3.1 of [10].

4 Application and Numerical Example
For solving split common fixed point problem, Eslamian et al. [21] proved the following result for
nonexpansive semigroup.

Theorem 4.1. (ES [21]) Let H and K be real Hilbert spaces, A : H → K be a bounded linear
operator. Let for i = 1, 2, · · · ,m, Ti := {Ti(t) : t ≥ 0} and Si := {Si(t) : t ≥ 0} be a finite family
of u.a.r. nonexpansive semigroups on H and K, respectively. Assume that Ω := {x ∈

⋂m
i=1 F (Si) :
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Ax ∈
⋂m
i=1 F (T i)} 6= ∅. Suppose f is a k−contraction of H into itself. Let {xn} be a sequence

generated by x0 ∈ H 
yn = xn +

∑m
i=1

1
mγβA

∗(Ti(tn)− I)Axn;

un = αn,0xn +
∑m
i=1 αn,iSi(tn)yn;

xn+1 = νnf(un) + (1− νn)un,

(4.1)

where β ∈ (0, 1), and γ ∈ (0, 1
λβ ) with λ being the spectral radius of the operator A∗A and the

sequences {αn,i, {νn} and {tn} satisfy the following conditions:
(i) limn→∞ tn = ∞ (ii) lim infn→∞ αn,0αn,i > 0, for 1 ≤ i ≤ m, and

∑m
j=0 αn,j = 1, (iii)

limn→∞ νn = 0 and
∑∞
n=0 νn = ∞. Then, the sequence {xn} converges strongly to x∗ ∈ Ω which

solves the variational inequality; 〈x∗ − f(x∗), x− x∗〉 ≥ 0,∀x ∈ Ω.

Remark 4.2. We note that Theorem ES above holds if the operators Ti and Si, i = 1, 2, · · · ,m
are nonexpansive maps.

Let C be a nonempty closed convex subset of a real Hilbert space, H.
A set-valued mapping A : D(A) ⊂ H → H is said to be monotone if for any x, y ∈ D(A) and
x∗ ∈ Ax, y∗ ∈ Ay, the following holds;

〈x− y, x∗ − y∗〉 ≥ 0. (4.2)

A monotone operator A on H is said to be maximal if A has no monotone extension, that is, its
graph is not properly contained in the graph of any other monotone operator on H. For a maximal
monotone operator A on H and r > 0, the single-valued operator Jr = (I + rA)−1 : 2H → D(A), is
called the resolvent of A. It is known (see for instance [27]), that Jr is firmly nonexpansive, hence,
it is nonexpansive. For a constant α > 0, a mapping A : C → H is said to be α− inverse strongly
monotone if for all x, y ∈ C,

〈x− y,Ax−Ay〉 ≥ α||Ax−Ay||2. (4.3)

Finding a point (A + B)−1(0) where A,B are monotone operators and (A + B)−1(0) is the set of
null points of A+B is of interest in applications and has been studied extensively by many authors
(see for instance, [22, 25,27] and the references therein).

Lemma 4.3. ( [24]) Let A : C → H be an α-inverse strongly monotone mapping. Then, for any
σ ∈ (0, 2α], (I − σA) is nonexpansive.

Lemma 4.4. ( [25]) Let A : C → H be an α−inverse strongly monotone mapping, and let B be
a maximal monotone operator on H with D(B) ⊂ C. Then, for any σ > 0, the following holds;
(A+B)−1(0) = F (JBσ (I − σA)).

By Lemma 4.3 and Lemma 4.4, we have that JBσ (I − σA)) is nonexpansive.

Lemma 4.5. ( [29]) Let E be a 2-uniformly smooth real Banach space and C a nonempty closed
convex subset of E. Let T : C → C be a λ− strict pseudocontraction, with λ ∈ (0, 1). For α ∈ (0, 1),
the map Sα : C → C defined by Sα = αI + (1 − α)T is a nonexpansive map. Furthermore,
F (Sα) = F (T ).

Using Lemma 4.5 and Theorem 4.1, we obtain the following result.

Theorem 4.6. Let H1 and H2 be real Hilbert spaces, and C a nonempty closed convex subset of
H2 and A : H1 → H2 be a bounded linear operator and let T be a δ− strictly pseudocontractive self
mapping on H1, δ ∈ (0, 1). For µ ∈ [δ, 1), set Sµ = µI+(1−µ)T. Given any α > 0, let F : C → H2

be α−inverse strongly monotone, and B : D(B) ⊆ C → 2H2 be maximal monotone with resolvent
Jλ = (I + λB)−1 for any λ > 0 such that (F + B)−1(0) 6= ∅. Assume that Ω := {x ∈ F (T ) : Ax ∈
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F (JBσ (I − σF))} 6= ∅. Suppose f is a k−contraction mapping of H1 into itself. Let {xn} be a
sequence generated by x0 ∈ H1

yn = xn + γβA∗(JBσn
(I − σnF)− I)Axn;

un = αnxn + (1− αn)Sµyn;

xn+1 = νnf(un) + (1− νn)un,

(4.4)

where β ∈ (0, 1), and γ ∈ (0, 1
λβ ) with λ being the spectral radius of the operator A∗A and the

sequences {αn,i, {νn} and {σn} satisfy the following conditions:
(i) {σn} is a sequence in (0,∞) and there exist a, b ∈ R with 0 < a ≤ σn ≤ b < 2α ∀ n ∈ N. (ii)
lim infn→∞ αn > 0,
(iii) limn→∞ νn = 0 and

∑∞
n=0 νn = ∞. Then, the sequence {xn} converges strongly to x∗ ∈ Ω

which solves the variational inequality;

〈x∗ − f(x∗), x− x∗〉 ≥ 0,∀x ∈ Ω.

Proof. Observe that the operators JBσn
(I−σnF) and Sµ are nonexpansive. Hence, the proof follows

from remark 4.2 and the proof of Theorem 4.1.

5 Numerical Example
We consider a numerical example in (R2, || · ||2). Let B : R2 → R2 be defined by

B(x1, x2) = (2x1 − x2, x1 + 2x2).

Then B is a maximal monotone mapping (see [20]). Next, we define F : R2 → R2 by F(x1, x2) =
(x1

4 ,
x2

5 ). Then F is a 2- inverse strongly monotone mapping . We compute the resolvent operator
of B as follows:

(
I + σnB

)
(x) =

(
[x1, x2] + σnB(x)

)
, x ∈ R2

=
(
[x1, x2] + σn(2x1 − x2, x1 + 2x2)

)
=

(
[x1, x2] + (2σnx1 − σnx2, σnx1 + 2σnx2)

)
That is, (

I + σnB
)
(x) =

(
2σn + 1 −σn
σn 2σn + 1

)[
x1

x2.

]
Therefore

JBσn
=
(
I + σnB

)−1
(x) =

1

5σ2
n + 4σn + 1

(
2σn + 1 σn
−σn 2σn + 1

)[
x1

x2.

]
Now we define,

A(x) =

(
4 −2
1 3

)[
x1

x2.

]
It is not difficult to see that A is linear and boubded on R2. For a fixed vector ( 1

2 ,
1
3 ) ∈ R2, define

T : R2 → R2 by

Tx =

{
( 1

2 ,
1
3 ) + x

2 , if x 6= 0,

0 if x = 0.
(5.1)

Then T is 1
4− strictly pseudo contractive. For µ = 1

4 , set Sµ = µI + (1− µ)T, we get from Lemma
4.5 that Sµ is a nonexpansive mapping. Furthermore, define f : R2 → R2 by f(x) = 1

3x. One sees
easily that f is a contraction map. Set αn = 1

4 + 1
n , νn = 1

n , then αn = 1
4 + 1

n , νn = 1
n , satisfy
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Figure 1: Error vs Number of Iterations (n):
Top Left: Case IA; Top Right: Case IB; Bottom Left: Case IIA; Bottom Right: Case IIB.

conditions (i), (ii) and (iii) of Theorem 4.6. With the operators A,B, f,F , Sµ, T and parameters
αn, σn, νn defined above, H1 = H2 = R2

then algorithm (4.4) becomes
yn = (x1,n, x2,n) + γβA∗(JBσn

(I − 1
2 (x1

4 ,
x2

5 )− I)

(
4 −2

1 3

)[
x1,n

x2,n.

]
un = ( 1

4 + 1
n )(x1,n, x2,n) + ( 3

4 −
1
n )Sµyn;

xn+1 = 1
n

1
3 (un) + (1− 1

n )un,

(5.2)

where β ∈ (0, 1), and γ ∈ (0, 1
λβ ) with λ being the spectral radius of the operator A∗A Now we plot

the the graphs of error against number for iterations by considering two different cases of starting
points

Case 1A: x0 = (0.4,−0.25)T , σn = 0.5, Case IB: x0 = (−6, 5)T , σn = 0.5

Case IIA: x0 = (0.4,−0.25)T , σn = 100, Case IIB: x0 = (−6, 5)T , σn = 1000

Remark 5.1. In Theorem 3.1, we required that the step size, γ satisfy the condition 0 < γ < 1−λ
M ||A||2 .

This is restrictive since the norm of the bounded linear operator, A is not known precisely. It is
known that computation of the norm of A is very difficult in general and in some cases impossible.
Although the result obtained in Theorem 3.1 is correct and novel , it will be of interest to obtain the
same result with a more realistic condition on the step size, γ. It is the purpose of the next Theorem
of this article to address this concern.
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5.1 Algorithm without Prior Knowledge of Operator Norm
Theorem 5.2. Let H1 and H2 be real Hilbert spaces. Let A : H1 → H2 be a bounded linear map
such that A 6= 0, and A∗ be the adjoint of A. Let {S(t) : t ≥ 0} : H1 → H1 be a uniformly
asymptotically regular asymptotically nonexpansive semigroup with a bounded measurable function
L(t) : [0,∞[→ [0,∞[ such that lim

t→∞
L(t) = 1 and M0 := ∩

t≥0
F (S(t)) 6= ∅. Let T : H2 → H2 be an

L-Lipschitz and λ-strictly pseudo-nonspreading map such that F (T ) 6= ∅. For α ∈ [λ, 1), set Tα =
αI + (1− α)T and let the sequence {xn} be generated by

x1 ∈ H1;

un = xn − γnA∗(I − Tα)Axn;

xn+1 = (1− β)un + βS(tn)un,

(5.3)

where β ∈ (0, 1),
C1 for ε > 0 small enough γn ∈

(
ε, ||Axn−TAxn||
||A∗(Axn−T )Axn|| − ε

)
if Axn 6= TAxn otherwiwise take

γn = γ, (where γ is a nonnegative constant) :

(C2) {tn} is a sequence of positive real numbers satisfying the following conditions lim tn = ∞,

(C3)
∞∑
n=1

(L2(tn)− 1) <∞ and (C4) M = supn L(tn).

(A) Suppose D := {p ∈M0 : Ap ∈ F (T )} 6= ∅. Then, the sequence {xn} converges weakly to p ∈ D.
(B) If in addition there exists S(t∗) ∈ {S(t) : t ≥ 0} that is semi-compact. Then, the sequence {xn}
converges strongly to p ∈ D.

Proof. Step 1. We prove that {xn} is bounded .

Let p ∈ D. Then, p ∈M0 and Ap ∈ F (T ). We compute as follows:

||un − p||2 = ||xn − γnA∗(I − Tα)Axn − p||2

= ||xn − p||2 − 2γn〈xn − p,A∗(I − Tα)Axn〉+ γ2
n||A∗(I − Tα)Axn||2

= ||xn − p||2 − 2γn〈A(xn − p), (I − Tα)Axn〉+ γ2
n||A∗(I − Tα)Axn||2

= ||xn − p||2 − 2γn〈Axn − TαAxn + TαAxn −Ap, (I − Tα)Axn〉+ γ2
n||A∗(I − Tα)Axn||2

= ||xn − p||2 − 2γn||(I − Tα)Axn||2 − 2γn〈TαAxn −Ap, (I − Tα)Axn〉+ γ2
n||A∗(I − Tα)Axn||2

≤ ||xn − p||2 − 2γn||(I − Tα)Axn||2 + γn||(I − Tα)Axn||2

+ γ2
n||A∗(I − Tα)Axn||2 (by Lemma 2.16)

= ||xn − p||2 − γn||(I − Tα)Axn||2 + γ2
n||A∗(I − Tα)Axn||2

= ||xn − p||2 − γn
(
||(I − Tα)Axn||2 − γn||A∗(I − Tα)Axn||2

)
≤ ||xn − p||2 (by C1) (5.4)

Utilizing convexity of || · ||2, we have

||xn+1 − p||2 = ||(1− β)un + βS(tn)un − p||2

≤ (1− β)||un − p||2 + β||S(tn)un − p||2

≤ (1− β)||xn − p||2 + βL2(tn)||xn − p||2

=
[
1 + β(L2(tn)− 1)

]
||xn − p||2 (5.5)

By Lemma 2.10, we have that
lim
n→∞

||xn − p|| exists (5.6)

Consequently, {xn} and {un} are bounded.
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Step 2: limn→∞ ||xn+1 − xn|| = 0

By Lemma 2.9, equation (5.3) and inequality (5.4), we have:

||xn+1 − p||2 = ||(1− β)un + βS(tn)un − p||2

= (1− β)||un − p||2 + β||S(tn)un − p||2 − β(1− β)||S(tn)un − un||2

≤ (1− β)||un − p||2 + βL2(tn)||un − p||2 − β(1− β)||S(tn)un − un||2

= [1 + β(L2(tn)− 1)]||un − p||2 − β(1− β)||S(tn)un − un||2

= [1 + β(L2(tn)− 1)]

[
||xn − p||2 − γn

(
||(I − Tα)Axn||2 − γn||A∗(I − Tα)Axn||2

)]
− β(1− β)||S(tn)un − un||2 (5.7)

Utilizing Lemma 2.10 and condition C3, we obtain that lim ||xn− p|| exists. From (5.7), we obtain

[1 + β(L2(tn)− 1)]γn
(
||(I − Tα)Axn||2 − γn||A∗(I − Tα)Axn||2

)
≤ [1 + β(L2(tn)− 1)]||xn − p||2

− ||xn+1 − p||2

= ||xn − p||2 + β(L2(tn)− 1)]||xn − p||2 − ||xn+1 − p||2 → 0 by condition C3 (5.8)

Consequently,

γn
(
||(I − Tα)Axn||2 − γn||A∗(I − Tα)Axn||2

)
→ 0 (5.9)

From C1, it follows that

γn <
||(I − Tα)Axn||2

||A∗(I − Tα)Axn||2
− ε.

So γn||A∗(I − Tα)Axn||2 < ||(I − Tα)Axn||2 − ε||A∗(I − Tα)Axn||2, which gives
ε||A∗(I − Tα)Axn||2 < ||(I − Tα)Axn||2 − γn||A∗(I − Tα)Axn||2 → 0 (5.10)

That is
||A∗(I − Tα)Axn|| → 0

Furthermore, it follows from (5.7) that

ε||(I − Tα)Axn||2 < γn||(I − Tα)Axn||2

≤ [1 + β(L2(tn)− 1)]||xn − p||2 − ||xn+1 − p||2 + γ2
n||A∗(I − Tα)Axn||2 → 0.(5.11)

Hence,
||(I − Tα)Axn|| → 0

Notice from (5.7) that

β(1− β)||S(tn)un − un||2 ≤ [1 + β(L2(tn)− 1)]||xn − p||2 − ||xn+1 − p||2

= ||xn − p||2 + β(L2(tn)− 1)||xn − p||2 − ||xn+1 − p||2 → 0(5.12)

That is

lim
n→∞

||S(tn)un − un|| = 0 (5.13)

From (5.4), we get that limn→∞ ||un−p|| exists. and from (5.3), ||un−xn|| = γn||A∗(I−Tα)Axn|| →
0. Observe that

||xn − S(tn)un|| ≤ ||xn − un||+ ||S(tn)un − un|| → 0 (5.14)
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||xn+1 − S(tn)un|| ≤ (1− β)||S(tn)un − un|| → 0 (5.15)

Thus,

||xn+1 − xn|| ≤ ||xn+1 − S(tn)un||+ ||xn − S(tn)un|| → 0 (5.16)

Step 3. We show that lim ||un − S(t)un|| = 0, ∀ t ≥ 0.

Since {S(t) : t ≥ 0} is uniformly asymptotically regular and lim tn = ∞, also, t 7→ S(·)x is
continuous for each x ∈ H1, then, we have:

lim
n→∞

||S(t)S(tn)un − S(tn)un|| ≤ lim sup
n→∞ x∈M

||S(t)S(tn)x− S(tn)x|| → 0.

Thus,

||un − S(t)un|| ≤ ||un − S(tn)un||+ ||S(tn)un − S(t)S(tn)un||+ ||S(t)S(tn)un − S(t)un||.

This implies that ||un − S(t)un|| → 0 as n→∞.
Step 4. We show that the sequence {xn} converges weakly to a point p ∈ D.

Since {xn} is bounded, then, there exists a subsequence {xnj} of {xn} such that xnj ⇀ p as j →∞.

But S(t) is asymptotically nonexpansive, for each t ≥ 0. Then, by Lemma 2.12, S(t) is demi-closed
at 0. Hence, p ∈ F (S(t)) ∀ t ≥ 0.. That is p ∈ ∩t≥0F (S(t)).

Furthermore, A is a bounded linear operator. Hence, {Axnj} converges weakly to Ap. From
equation (3.15), we obtain that lim ||(T − I)Axnj

|| = 0. By demi-closedness of T at 0, it follows
that Ap ∈ F (T ). Hence, p ∈ D.
Next we show that p is unique. Assume for contradiction, that there exists another subsequence
{xnk

} of {xn} such that xnk
⇀ u∗ as k →∞, where p 6= u∗. Recall that from Ste 4 above {xnj

}
is a subsequence of {xn} such that xnj ⇀ p as j →∞. Using similar arguments as those of step 4,
one can show that u∗ ∈ D. By Remark 2.17, we know that H1 satisfies Opial condition, hence we
have:

lim inf
k→∞

||xnk
− p|| < lim inf

k→∞
||xnk

− u∗||

= lim
n→∞

||xn − u∗||

= lim inf
j→∞

||xnj
− u∗||

< lim inf
j→∞

||xnj − p||

= lim
n→∞

||xn − p||

= lim inf
k→∞

||xnk
− p||.

Hence, a contradiction. Therefore, xn ⇀ p as n→∞. This completes the proof conclusion (A).

Next, we proof for condition (B)

Since there exists S(t∗) ∈ {S(t) : t ≥ 0} that is semi-compact and lim ||un − S(t)un|| = 0 ∀ t ≥ 0,
then, there exists a subsequence {unj

} of {un} such that {unj
} converges strongly to κ∗ ∈ H1.

Applying equation (3.16) and the fact that {unj} converges strongly to κ∗ ∈ H1, we obtain that
there exists a subsequence {xnj} of {xn} which converges strongly to κ∗. Since {xn} converges
weakly to p, then, κ∗ = p. Furthermore, lim ||xn − p|| exists and lim ||xnj

− p|| = 0. Therefore,
{xn} converges strongly to p ∈ D. This completes the proof of conclusion (B).

44

https://doi.org/10.52968/28307336


International Journal of Mathematical Sciences and
Optimization: Theory and Applications

Vol. 7, No. 2, pp. 30 - 47
https://doi.org/10.52968/28307336

Conclusion: In this work, we proved weak and strong convergence Theorems for solving split feasi-
bility problem involving a strictly pseudo-nonspreading mapping and asymptotically nonexpansive
semigroup in infinite dimensional real Hilbert spaces. The results complement those of Cholamjiak
and Shehu [11], in that the class of strictly pseudo-nonspreading mappings we considered is different
from the class of strictly pseudo-contractive mappings considered by Cholamjiak and Shehu [11].
Ezeora and Ogbonna [13], and many others. Utilizing result of Eslamian et al. [21], we studied
split feasibility problem in which one of the problems is a monotone inclusion problem, a problem
of contemporary interest in optimization theory, see Theorem 4.6 above. Using Theorem 4.6, a
numerical example is presented.
As we observed in remark 5.1, the condition on the step size, γ is restrictive . A search to remove
such restriction has been made by many authors and many results have been obtained. See for
instance, [28], [19], [26] and the refernces therein. To prove their results, some authors (see [19])
require that the operator studied should satisfy the so-called type P condition. It is known that in
infinte dimensional Hilbert space, type P condition coincides with the operator being firmly non-
expansive. Of course, it is a well known fact that firmly nonexpansive maps with nonempty fixed
point sets are firmly quasi nonexansive and so they are quasi nonexpansive. In Theorem 5.2, we
removed the restictive condition on the step size γ and obtained same result as that of Theorem
5.4 of our article. We achieved this when the operator is quasi nonexpansive, and dispensed with
the requirement that the ooerator should be of type P .
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