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Abstract

In this paper, the explicit solutions of the optimal investment plans of an investor with ex-
ponential utility function exhibiting constant absolute risk aversion (CARA) under constant
elasticity of variance (CEV) and stochastic interest rate is studied. A portfolio comprising of
a risk-free asset modelled by the Cox-Ingersoll-Ross (CIR) process and two risky assets mod-
elled by the CEV process is considered, where the instantaneous volatilities of the two risky
assets form a 2 × 2 matrix n = {np,q}2×2 such that nnT is positive definite. Using the power
transformation and change of variable approach with asymptotic expansion technique, explicit
solutions of the optimal investment plans are found. Moreover, numerical simulations are used
to study the effects of the interest rate, elasticity parameter, correlation coefficient and the risk
averse coefficient on the optimal investment plans.

Keywords: Asymptotic technique, CEV process, Cox-Ingersoll-Ross process, Exponential utility,
Optimal investment plan, Power transformation.
MSC2010:97M30, 98B26

1 Introduction
The optimal investment plan of utility maximization is a basic problem in the study of mathematical
finance and has attracted attentions from a good number of authors which has led to numerous
researches in this area. [1] used the optimal control method to study the optimal investment plan
for the first time. [2] - [4] studied the problem of utility maximization using stochastic optimal
control theory. Other authors such as [5] - [7], used the Martingale method to solve optimization
problems related to optimal investment plan. [3,8] studied the problem of utility maximization for
an incomplete market. The optimal investment plan with stochastic interest rate under geometric
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Brownian motion (GBM) has been studied by some authors; these include [9], who studied the
investment plan under stochastic interest rate for a case of protected defined contribution (DC)
fund. [10] - [11] modelled the risk free interest rate using CIR process to obtain optimal investment
plan for a DC plan. In [12]- [13], the risk free interest rate followed the Vasicek model. [14] - [16]
studied the optimal investment plan when the interest rate is of affine type. However, all the
authors above used the GBM to model the risky assets but [17] showed that the GBM process is
not practical in real life since the volatilities of the stock market prices is assumed to be constant
The importance of stochastic volatilities cannot be undermined as it plays a crucial role in the
behaviour of the market prices of the risky assets due to its fluctuating nature resulting from various
information available in the market especially now that financial institutions in most countries and
even the financial markets are currently in serious crisis due to the disgusting effect of the novel
corona virus (Covid-19) pandemic. To make a relatively near right decision during investment in
assets such as stock, the stochastic volatility models become necessary to understand the fluctuating
nature of the stock market price. In this research, the optimal investment plan is investigated for
a case where the risky assets follow the CEV model and the risk free asset follows the CIR process.
The CEV model is one of the stochastic volatility models used to describe the stock market price
behaviours. It was first used in [18] and has the ability to capture the implied volatility skew.
A good number of researches have been done on optimal investment plan under the CEV model. [19]
studied the optimal investment plan with dividend, taxes and transaction cost under the CEV model
with different utility functions. [20] studied the optimal investment plan and reinsurance problem
under the CEV process. [21] - [22] solved the optimal investment problem for a defined contribution
(DC) pension plan with return of premiums clauses under different assumptions and assumed that
the stock market price follows the CEV process. In all the literature above under CEV processes,
the interest rates were assumed to be constant but however, there are some works under the CEV
process that their interest rate are stochastic.
In [23], an investor’s exponential utility was maximized for a case where the interest rate and
stock market price was modelled by CIR and CEV process respectively. They used the Legendre
transformation and asymptotic expansion method to determine an explicit solution of the optimal
investment plan. They outlined the complexity involved in solving optimization problems that
combined both CEV process and stochastic interest rate. Also, they pointed out that in real life
applications, interest rates are usually not constant but fluctuating in nature and the volatility of
the interest rate generate some market risks; that is to say, when these risks are not considered,
we are under estimating the effect of this risk emanating from this interest rate which is critical
in influencing the prices of different assets available in financial market. [24] studied the optimal
investment plan with stochastic interest rate under the CEV model using logarithm utility; they
considered investment in one risk free asset and a risky asset and assumed that the interest rate
follows the Cox- Ingersoll-Ross (CIR) process. The power transformation, change of variable and
asymptotic approach was used to determine the asymptotic solution of the optimal investment
plan. [25] modelled the risky asset with modified CEV process and the interest rate with O-U
process and determined the optimal investment plan for an investor with exponential utility. Also,
an investor’s investment plan with stochastic interest rate under the CEV model and the O-U
Process was studied by [26]. In their work, they used two risky assets modelled by the CEV model
and a risk free asset modelled by O-U process and observed that the optimal investment plans
exhibit a fluctuating effect.
In this paper, the expected exponential utility of an investor’s terminal wealth is being maximized
by studying the optimal investment plans of an investor exhibiting the CARA. Here, the two risky
assets follow the CEV process while risk free interest rate follows the CIR process. More so, we
use the power transformation, variable change and asymptotic method to determine asymptotic
solutions of the optimal investment plan. The main difference between our work and that of [23]
is that we consider investment in two risky assets modelled by the CEV where the instantaneous
volatilities of the two risky assets form a 2 × 2 matrix n = {np,q}2×2 such that nnT is positive
definite instead of one risky asset. We used the power transformation, variable change instead of
Legendre transformation method and dual theory.
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2 Materials and Method

2.1 Financial Market Model
Consider a portfolio comprising of one risk free asset and two risky assets in a financial market
which is open continuously for an interval t ∈ [0, T ], T the expiration date of the investment. Let
{Z0 (t) , Z1 (t) ,Z2 (t) : t ≥ 0} be standard Brownian motion defined on a complete probability
space (Ω, F, P ) where Ω is a real space and P is a probability measure and F is the filtration which
represents the information generated by the three Brownian motions.
Let St (t) denote the price of the risk free asset at time t and the model is given as follows{

dS0(t)
S0(t) = R (t) dt

S0 (0) = s0 > 0
(2.1)

where R(t) is the interest rate which follows the CIR process and is given by the stochastic
differential equation below{

dR (t) = (a− bR (t)) dt− δ
√
R (t)dZ0 (t)

R (0) = R0 > 0
, (2.2)

where a, b, and δ are positive real numbers such that the following condition holds δ2 < 2a called
the Feller’s condition [23].
Let S1 (t) and S2 (t) denote the prices of two different stocks which are described by the CEV model
and the dynamics of the stock market prices are described by the stochastic differential equations
at t ≥ 0 as follows

dS1 (t)

S1 (t)
= m1dt+ n11Sβ1 (t) dZ1 (t) + n12Sβ1 (t)dZ2(t) (2.3)

dS2 (t)

S2 (t)
= m2dt+ n21Sβ2 (t) dZ1 (t) + n22Sβ1 (t)dZ2(t) (2.4)

where m1 and m2 are appreciation rate of the two risky assets, n11, n12, n21, n22 are instanta-
neous volatilities and form a 2 × 2 matrix n = {np,q}2×2 such that nnT is positive definite and
β < 0 represent elasticity parameter, see [26] for details. Note that if β = 0, the stock market price
is modelled by GBM.

3 Optimization Problem
Let ϕ be the optimal investment plan and we define the utility K attained by the investor from a
given state z at time t as

Nϕ (t,R, s1, s2, h) = Eϕ K (H (T )) | R (t) = R,S1 (t) = s1, S2 (t) = s2, H (t) = h] , (3.1)

where t is the time, R is the risk free interest rate and h is the wealth. The objective here is to
determine the optimal portfolio strategy and the optimal value function of the investor given as

ϕ∗ and N (t,R, s1, s2, h) = sup
ϕ
Nϕ (t,R, s1, s2, h) (3.2)

Respectively such that
Nϕ∗ (t,R, s1, s2, h) = N (t,R, s1, s2, h) (3.3)

Let H (t) be the insurer’s wealth at time t and then the differential form associated with the
fund size is given as:

dH (t) = H (t)

(
ϕ0
dS0 (t)

S0 (t)
+ ϕ1

dS1 (t)

S1 (t)
+ ϕ2

dS2 (t)

S2 (t)

)
(3.4)
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substituting (2.1), (2.3) and (2.4) into (3.4), we have

dH (t) = H (t)


(ϕ1 (m1 −R) + ϕ2 (m2 −R) +R) dt

+
(
ϕ1n11Sβ1 (t) + ϕ2n21Sβ2 (t)

)
dZ1

+
(
ϕ1n12Sβ1 (t) + ϕ2n22Sβ2 (t)

)
dZ2

H (0) = h0

 (3.5)

Where ϕ0, ϕ1 and ϕ2 are the optimal investment plans for the risk-free asset and the two risky
assets respectively, such that ϕ0 = 1− ϕ1 − ϕ2.
Applying the Ito’s lemma and maximum principle in [25], the Hamilton Jacobi Bellman (HJB) equa-
tion which is a nonlinear PDE associated with (3.5) is obtained by maximizing Nϕ∗ (t,R, s1, s2, h)
subject to the insurer’s wealth as follows

Nt +m1s1Ns1 +m2s2Ns2 + 1
2P1s

2β+2
1 Ns1s1 + 1

2P2s
2β+2
2 Ns2s2

+P3s
β+1
1 sβ+1

2 Ns1s2 +RhNh + (a− bR)NR + 1
2Rδ

2NRR
+P4δρ

√
Rsβ+1

1 N s1R + P5δρ
√
Rsβ+1

2 N s2R

+supϕ1,ϕ2



(
1
2P1ϕ

2
1s

2β
1 + P3ϕ1ϕ2s

β
1 s
β
2 + 1

2P2ϕ
2
2s

2β
2

)
h2N hh

((m1 −R)ϕ1 + (m2 −R)ϕ2)hN h

+
(
P4δρ

√
Rϕ1s

β
1 + P5δρ

√
Rϕ2s

β
2

)
hN hR(

P1s
2β+1
1 ϕ1 + P3ϕ2s

β+1
1 sβ2

)
hN hs1

+
(
P3ϕ2s

β+1
1 sβ2 + P2ϕ2s

2β+1
2

)
hN hs2





= 0 (3.6)

where {
P1 = n211 + n212, P2 = n221 + n222,P3 = n11n21 + n12n22,

P4 = n11 + n12,P5 = n21 + n22

Differentiating (3.6) with respect to ϕ1 and ϕ2, we obtain the first order maximizing condition
for equation (3.6) as

ϕ∗1 =

[
P3s

β
1 (m2 −R)− P2s

β
2 (m1 −R)

]
h (P1P2 − P2

3 ) s2β1 sβ2

Nh
Nhh

− s1
Nhs1
hNhh

− (P2P4 − P3P5)
√
Rδρ

h (P1P2 − P2
3 ) sβ1

NhR
Nhh

(3.7)

ϕ∗2 =

[
P3s

β
2 (m1 −R)− P1s

β
1 (m2 −R)

]
h (P1P2 − P2

3 ) sβ1 s
2β
2

Nh
Nhh

− s2
Nhs2
hNhh

− (P1P5 − P3P4)
√
Rδρ

h (P1P2 − P2
3 ) sβ2

NhR
Nhh

(3.8)

Substituting (3.7) and (3.8) into (3.6), we have



Nt +m1s1Ns1 +m2s2Ns2 +RhNh + 1
2P1s

2β+2
1 Ns1s1 + 1

2P2s
2β+2
2 Ns2s2

+P3s
β+1
1 sβ+1

2 Ns1s2 + (a− bR)NR + 1
2Rδ

2NRR + P4δρ
√
Rsβ+1

1 N s1R

+P5δρ
√
Rsβ+1

2 N s2R + 1
2

(
P6

sβ1 s
β
2

− P7

s2β1
− P8

s2β2

)
N 2
R
Nhh − (m1 −R) s1

NhNhs1
Nhh

− (m2 −R) s2
NhNhs2
Nhh − δρ

√
R
(
P9(m1−R)

sβ1
+ P10(m2−R)

sβ2

)
NhNhR
Nhh − 1

2P1s
2β+2
1

N 2
hs1

Nhh

− 1
2P2s

2β+2
2

N 2
hs2

Nhh −
1
2P11ρ

2δ2RN
2
hR
Nhh − P3s

β+1
1 sβ+1

2
Nhs1Nhs2
Nhh


= 0

(3.9)
where
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

P1 = n211 + n212, P2 = n221 + n222,P3 = n11n21 + n12n22,

P4 = n11 + n12,P5 = n21 + n22, P6 = 2P3(m1−R)(m2−R)

(P1P2−P2
3)

P7 = P2(m1−R)2

(P1P2−P2
3)
,P8 = P1(m2−R)2

(P1P2−P2
3)
,P9 = (P2P4−P3P5)

(P1P2−P2
3)

,

P10 = (P1P5−P3P4)

(P1P2−P2
3)

,P11 =
(P2P2

4+P1P2
5−2P3P4P5)

(P1P2−P2
3)

(3.10)

From [27], we assumed that the optimal investment plan for risky assets’ prices are known based
on the assumption that

m1ϕ
∗
1 +m2ϕ

∗
2 = α (3.11)

where α is a constant
Substituting (3.7) and (3.8) into (3.11), we derive an expression for 1

sβ1 s
β
2

as

1

sβ1 s
β
2

=
P1P2 − P2

3

P3(2m1m2 −m1R−m2R)

 αhLxxLx + P2m1(m1−R)

(P1P2−P2
3)s2β1

+m1s1
Nhs1
Nh + (P2P4−P3P5)m1

√
Rδρ

(P1P2−P2
3)sβ1

NhR
Nh

+ P1m2(m2−R)

(P1P2−P2
3)s2β2

+m2s2
Nhs2
Nh + (P1P5−P3P4)m2

√
Rδρ

(P1P2−P2
3)sβ2

NhR
Nh


(3.12)

Substituting (3.12) into (3.9), we have

Nt +m1s1Ns1 +m2s2Ns2 + (R+ ω1)hNh + 1
2P1s

2β+2
1 Ns1s1 + 1

2P2s
2β+2
2 Ns2s2

+P3s
β+1
1 sβ+1

2 Ns1s2 + (a− bR)NR + 1
2Rδ

2NRR + P4δρ
√
Rsβ+1

1 N s1R

+P5δρ
√
Rsβ+1

2 N s2R + 1
2

(
ω2s
−2β
1

+ω3s
−2β
2

)
N 2
R
Nhh + (ω4 − (m1 −R) s1)

NhNhs1
Nhh

+ (ω5 − (m2 −R) s2)
NhNhs2
Nhh +

(
ω6s
−β
1

+ω7s
−β
2

)
NhNhR
Nhh − 1

2P1s
2β+2
1

N 2
hs1

Nhh

− 1
2P2s

2β+2
2

N 2
hs2

Nhh −
1
2P11ρ

2δ2RN
2
hR
Nhh − P3s

β+1
1 sβ+1

2
Nhs1Nhs2
Nhh


= 0 (3.13)

where,

ω1 =
P6((P1P2−P2

3)α
2P3(2m1m2−m1R−m2R) , ω2 =

P2P6m1(m1−R)(P1P2−P2
3)

P3(2m1m2−m1R−m2R) − P7

ω3 =
P1P6m2(m2−R)(P1P2−P2

3)
P3(2m1m2−m1R−m2R) − P8, ω4 =

P6m1s1(m2−R)(P1P2−P2
3)

2P3(2m1m2−m1R−m2R)

ω5 =
P6m2s2(m2−R)(P1P2−P2

3)
2P3(2m1m2−m1R−m2R) , ω6 = (P2P4−P3P5)P6m1δρ

√
R

2P3(2m1m2−m1R−m2R) − P9δρ
√
R (m1 −R)

ω7 = (P1P5−P3P4)P6m1δρ
√
R

2P3(2m1m2−m1R−m2R) − P10δρ
√
R (m2 −R)

.

Where, N (t,R, s1, s2, h) = K(h) and K(h) is the marginal utility of the investor. Next, we
proceed to solve (3.13) for N using exponential utility, after which we substitute the solution
into (3.7) and (3.8) for the optimal investment plan using power transformation, variable change
proposed by [28] and asymptotic expansion method in [23].

4 Results & Conclusion

4.1 Optimal Investment Plan for an Investor with CARA Utility
Consider an investor with exponential utility function which exhibit constant absolute risk aversion
(CARA).Here, we choose the exponential utility function similar to the one in [21, 27].
Assume the investor takes an exponential utility given as
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K (h) = −1

θ
e−θh (4.1)

where θ > 0 is the risk aversion coefficient.
From equation (4.1), we construct a solution to (3.13) similar to the one in [21, 27] as follows:{

N (t,R, s1, s2, h) = − 1
θ e
−(θv(t,R,s1)+θw(t,R,s2)+θhg(t))

v (T,R, s1) = w (T,R, s2) = 0, g (T ) = 1
(4.2)

Nt = −θN (vt + wt + hgt) , Nh = −θN g , Nhh = θ2N g2, Nhs1 = θ2N gvs1
Nhs2 = θ2N gws2 , NhR = θ2N g (vR + wR) ,Ns1 = −θN vs1 ,Ns2 = −θNws2
Ns1s1 = N

(
θ2v2s1 − θvs1s1

)
, Ns2s2 = N

(
θ2w2

s2 − θws2s2
)
,Ns1s2 = θ2N gvs1ws2

NR = −θN (vR + wR) ,NRR = N
(
θ2(vR + wR)

2 − θ (vRR + wRR)
)

NRs1 = N
(
θ2 (vRvs1 + wRvs1)− θvRs1

)
,NRs2 = N

(
θ2 (vRws2 + wRws2)− θwRs2

)


(4.3)

Substituting (4.3) into (3.13), we have

h [gt + (R+ ω1) g]

+


vt + wt + (R+ ω4) s1vs1 + (R+ ω5) s2ws2

− 1
2θδ

2R
(
1− P11ρ

2
)

(vR + wR)
2

+ 1
2δ

2R (vRR + wRR)

+ω2

2θ s
−2β
1 + ω3

2θ s
−2β
2 + (vR + wR)

[
a− bR− ω6s

−β
1 − ω7s

−β
2

]
+ 1

2P1s
2β+2
1 vs1s1 + P4δρ

√
Rsβ+1

1 (vRs1 − θ (vRvs1 + wRvs1))

+ 1
2P2s

2β+2
2 ws2s2 + P5δρ

√
Rsβ+1

2 (wRs2 − θ (vRws2 + wRws2))




= 0 (4.4)

Splitting (4.4) we have {
gt + (R+ ω1)g = 0

g(T ) = 1
(4.5)




vt + wt + (R+ ω4) s1vs1 + (R+ w5) s2ws2

− 1
2θ

2R
(
1− P2

11

)
(vR + wR)

2
+ 1

2

2R (vRR + wRR)

+w2

2θ s
−2β
1 + w3

2θ s
−2β
2 + (vR + wR)

[
a− bR− w6s

−β
1 − w7s

−β
2

]
+ 1

2P1s
2β+2
1 vs1s1 + P4

√
Rsβ+1

1 (vRs1 − θ (vRvs1 + wRvs1))

+ 1
2P2s

2β+2
2 ws2s2 + P5

√
Rsβ+1

2 (wRs2 − θ (vRws2 + wRws2))

 = 0

v (T,R, s1) = w (T,R, s2) = 0

(4.6)

Solving equation (4.5) for g, we obtain

g(t) = e(R+w1)(T−t) (4.7)

Substituting for w1 =
P6((P1P2−P2

3)
2P3(2m1m2−m1R−m2R) in (4.7), we have

g(t) = Exp

[
R+

P6(
(
P1P2 − P2

3

)
2P3 (2m1m2 −m1R−m2R)

]
(T − t) (4.8)

Lemma 4.1. The solution of equation (4.6) is given as

v (t,R, s1) + w (t,R, s2) = f (t,R, y, z) = f1 (t,R, y, z) +
√
f2 (t,R, y, z) + f3 (t,R, y, z)
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where

f1 (t,R, y, z) =


[
P1(2β+1)w2

4θ(R+w4)
+ P2(2β+1)w3

4θ(R+w5)

]
(T − t)− P1(2β+1)w2

4βθ(R+w4)
2

[
1− e2β(R+w4)(t−T )

]
− P1(2β+1)w2

4βθ(R+w4)
2

[
1− e2β(R+w4)(t−T )

]
+ w2

4βθ(R+w4)

[
1− e2β(R+w4)(t−T )

]
y

+ w3

4βθ(R+w4)

[
1− e2β(R+w5)(t−T )

]
z



f2 (t,R, y, z) =



 [P1(2β+1)w2

4θ(R+w4)
+ P2(2β+1)w3

4θ(R+w5)

]
(T − t)− P1(2β+1)w2

4βθ(R+w4)
2

[
1− e2β(R+w4)(t−T )

]
− P1(2β+1)w2

4βθ(R+w4)
2

[
1− e2β(R+w4)(t−T )

]


+y
1
2 eβ(R+w4)(t−T )

 2P4β
√
R
∫ T
t
A1

2Re
β(R+w4)(T−τ)dτ

−w6

∫ T
t
A1

1Re
β(R+w4)(T−τ)dτ

− 3
2β

2P1

∫ T
t
B2

6e
β(R+w4)(T−τ)dτ


+z

1
2 eβ(R+w5)(t−T )

 2P5β
√
R
∫ T
t
A1

3Re
β(R+ω5)(T−τ)dτ

−ω7

∫ T
t
A1

1Re
β(R+ω5)(T−τ)dτ

− 3
2β

2P2

∫ T
t
B2

7e
β(R+ω5)(T−τ)dτ


+ ω2y

4βθ(R+ω4)

[
1− e2β(R+ω4)(t−T )

]
+ ω3z

4βθ(R+ω4)

[
1− e2β(R+ω5)(t−T )

]
+y

3
2ω6e

3β(R+ω4)(t−T )
∫ T
t
A1

2Re
3β(R+ω4)(T−τ)dτ

+z
3
2ω7e

3β(R+ω5)(t−T )
∫ T
t
A1

3Re
3β(R+ω5)(T−τ)dτ



f3 (t,R, y, z) =

 1
2θδ

2R
(
1− P11ρ

2
) ∫ T

t

(
A1

1R
)2
dτ + 2P4δρβ

√
R
∫ T
t
B2

2Rdττ

+2P5δρβ
√
R
∫ T
t
B2

3Rd− P1β (2β + 1)
∫ T
t
C3

4dτ

−P2β (2β + 1)
∫ T
t
C3

5dτ − (a− bR)
∫ T
t
A1

1Rdτ − 1
2δ

2R
∫ T
t
A1

1RRdτ


+y

1
2 eβ(R+ω4)(t−T )

 2P4δρβ
√
R
∫ T
t
B2

4Re
β(R+ω4)(T−τ)dτ

+ω6

∫ T
t
B2

1Re
β(R+ω4)(T−τ)dτ

− 3
2β

2P1

∫ T
t
C3

6e
β(R+ω4)(T−τ)dτ


+z

1
2 eβ(R+ω5)(t−T )

 2P5δρβ
√
R
∫ T
t
B2

5Re
β(R+ω5)(T−τ)dτ

+ω7

∫ T
t
B2

1Re
β(R+ω5)(T−τ)dτ

− 3
2β

2P2

∫ T
t
C2

7e
β(R+ω5)(T−τ)dτ



+ye2β(R+ω4)(t−T )


3P4δρβ

√
R
∫ T
t
B2

6Re
2β(R+ω4)(T−τ)dτ

−ω2

2θ

∫ T
t
e2β(R+ω4)(T−τ)dτ − (a− bR)

∫ T
t
A1

2Re
2β(R+ω4)(T−τ)dτ

+ω6

∫ T
t
B2

2Re
2β(R+ω4)(T−τ)dτ − 1

2δ
2R
∫ T
t
A1

2RRe
2β(R+ω4)(T−τ)dτ

−2P1(2β2 + β (2β + 1)
∫ T
t
C3

8e
2β(R+ω4)(T−τ)dτ

+θδ2R
(
1− P11ρ

2
) ∫ T

t
A1

1RA
1
2Re

2β(R+ω4)(T−τ)dτ



+ze2β(R+ω5)(t−T )


3P5δρβ

√
R
∫ T
t
B2

7Re
2β(R+ω5)(T−τ)dτ

−ω3

2θ

∫ T
t
e2β(R+ω5)(T−τ)dτ − (a− bR)

∫ T
t
A1

3Re
2β(R+ω5)(T−τ)dτ

+ω7

∫ T
t
B2

3Re
2β(R+ω5)(T−τ)dτ − 1

2δ
2R
∫ T
t
A1

3RRe
2β(R+ω5)(T−τ)dτ

−2P2(2β2 + β (2β + 1)
∫ T
t
C3

9e
2β(R+ω5)(T−τ)dτ

+θδ2R
(
1− P11ρ

2
) ∫ T

t
A1

1RA
1
3Re

2β(R+ω5)(T−τ)dτ


+y

3
2ω6e

3β(R+ω4)(t−T )
∫ T
t
B1

4Re
3β(R+ω4)(T−τ)dτ

+z
3
2ω7e

3β(R+ω5)(t−T )
∫ T
t
B1

5Re
3β(R+ω5)(T−τ)dτ

+y2e2β(R+ω4)(t−T )

[
1
2θδ

2R
(
1− P11ρ

2
) ∫ T

t

(
A1

2R
)2
eβ(R+ω4)(T−τ)dτ

+ω6

∫ T
t
B2

6Re
2β(R+ω4)(T−τ)dτ

]

+z2e2β(R+ω5)(t−T )

[
1
2θδ

2R
(
1− P11ρ

2
) ∫ T

t

(
A1

3R
)2
eβ(R+ω4)(T−τ)dτ

+ω7

∫ T
t
B2

7Re
2β(R+ω4)(T−τ)dτ

]


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Proof. Assume {
v (t,R, s1) + w (t,R, s2) = f (t,R, y, z) ,
y = s−2β1 , z = s−2β2 , f (T,R, y, z) = 0

(4.9)

Then

vt + wt = ft, vs1 = −2βs−2β−11 fy , vs1s1 = 2β (2β + 1) s−2β−21 fy + 4β2s−4β−21 fyy,

vR + wR = fR, vRR + wRR = fRR, vRs1 = −2βs−2β−11 fRy
ws2 = −2βs−2β−12 qz , ws2s2 = 2β (2β + 1) s−2β−22 fz + 4β2s−4β−22 fzz,

wRs2 = −2βs−2β−12 fRz

 (4.10)

Substituting (4.10) into (4.6), we have


ft − 2βy (R+ ω4) fy − 2βz (R+ ω5) fz
− 1

2θδ
2R
(
1− P11ρ

2
)
f2R + 1

2δ
2RfRR

+ω2

2θ y + ω3

2θ z + fR
[
a− bR− ω6

√
y − ω7

√
z
]

+P1β (2β + 1) fy + 2P1β
2yfyy − 2P4δρβ

√
R √y (fRy − θfRfy)

+P2β (2β + 1) fz + 2P2β
2zfzz − 2P5δρβ

√
R
√
z (fRz − θfRfz)

 = 0

f (T,R, y, z) = 0

(4.11)

We can rewrite (4.11) as

(E + F +G) f − 1

2
θδ2R

(
1− P11ρ

2
)
f2R = 0 (4.12)

Where
E =

[
(a− bR) fR +

1

2
δ2RfRR

]
(4.13)

F =

[
ft + β (P1 (2β + 1)− 2y (R+ ω4)) fy + ω2

2θ y + ω3

2θ z
+β (P2 (2β + 1)− 2z (R+ ω5)) fz + 2β2P1yfyy + 2β2P2zfzz

]
(4.14)

G =

[
2P4δρβ

√
R (θfRfy − fRy)

√
y + 2P5δρβ

√
R (θfRfz − fRz)

√
z

−
(
ω6
√
y + ω7

√
z
)
fR

]
(4.15)

Next we follow the approach in [11] by applying the asymptotic expansion method to solve the
problem in (4.12).
Assume that the volatility follows a slow fluctuating process, we attempt to find an asymptotic
solution of (4.12) by a following slow-fluctuating process rα to replace (2.2), in which 0 < ε� 1 is
a small positive parameter:

dRε (t) = (a− bRε(t))dt− δ
√
Rε(t) dZ0(t), (4.16)

Substituting (4.16) into (4.12) and also replacing a− bR(t) by ε(a− bR(t)) and
√
R by

√
ε
√
R, we

will have (
εE + F +

√
εG
)
fε = 0 (4.17)

Next, we conjecture a solution for (4.17) as follows

fε (t,R, y, z) = f1 (t,R, y, z) +
√
εf2 (t,R, y, z) + εf3 (t,R, y, z) (4.18)

Substituting (4.18) into (4.14) and simplifying it, we have Ff1 (t,R, y, z) +
[
Ff2 (t,R, y, z) +Gf1 (t,R, y, z)

]√
ε

+

[
Ef1 (t,R, y, z) + Ff3 (t,R, y, z)

+Gf2 (t,R, y, z)− 1
2θδ

2R
(
1− P11ρ

2
)

(f1R)
2

]
ε

 = 0 (4.19)

This implies that {
Ff1 (t,R, y, z) = F

(
p1 (t,R, y) + q1 (t,R, z)

)
= 0

f1 (T,R, y, z) = 0
(4.20)
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{
Ff2 (t,R, y, z) +Gf1 (t,R, y, z) = 0
f1 (T,R, y, z) = f2 (T,R, y, z) = 0

(4.21){
Ef1 (t,R, y, z) + Ff3 (t,R, y, z) +Gf2 (t,R, y, z) = 0
f1 (T,R, y, z) = f2 (T,R, y, z) = f3 (T,R, y, z) = 0

(4.22)

From (4.13), (4.14) and (4.15), equation (4.20), (4.21) and (4.22) can be expressed as
[

f1t + β (P1 (2β + 1)− 2y (R+ ω4)) f1y + ω2

2θ y + ω3

2θ z
+β (P2 (2β + 1)− 2z (R+ ω5)) f1z + 2β2P1f

1
yyy + 2β2P2f

1
zzz

]
= 0

f1 (T,R, y, z) = 0
(4.23)




f2t + β (P1 (2β + 1)− 2y (R+ ω4)) f2y + ω2

2θ y + ω3

2θ z
+β (P2 (2β + 1)− 2z (R+ ω5)) f2z + 2β2P1f

2
yyy + 2β2P2f

2
zzz

+2P4δρβ
√
R
(
θf1Rf

1
y − f1yR

)√
y −

(
ω6
√
y + ω7

√
z
)
f1R

+2P5δρβ
√
R
(
θf1Rf

1
z − f1Rz

)√
z

 = 0

f1 (T,R, y, z) = f2 (T,R, y, z) = 0

(4.24)




f3t + β (P1 (2β + 1)− 2y (R+ ω4)) f3y + ω2

2θ y + ω3

2θ z
+β (P2 (2β + 1)− 2z (R+ ω5)) f3z + 2β2P1f

3
yyy + 2β2P2f

3
zzz

+2P4δρβ
√
R
(
θf2Rf

2
y − f2yR

)√
y −

(
ω6
√
y + ω7

√
z
)
f2R

+2P5δρβ
√
R
(
θf2Rf

2
z − f2Rz

)√
z − 1

2θδ
2R
(
1− P11ρ

2
)

(f1R)
2

(a− bR) f1R + 1
2δ

2Rf1RR

 = 0

f1 (T,R, y, z) = f2 (T,R, y, z) = f3 (T,R, y, z) = 0

(4.25)

Next, we move on to solve equation (4.23), (4.24) and (4.25) for f1, f2 and f3
From (4.23), we conjecture a solution of the form{

f1 (t,R, y, z) = A1
1 (t,R) + yA1

2 (t,R) + zA1
3 (t,R)

A1
1 (T,R) = A1

2 (T,R) = A1
3 (T,R) = 0

(4.26)

and
f1t = A1

1t + yA1
2t + zA1

3t, f1y = A1
2, f

1
yy = 0, f1z = A1

3 , f
1
zz = 0

}
(4.27)

Substituting (4.27) in (4.23), we have{
A1

1t + P1β (2β + 1)A1
2 + P2β (2β + 1)A1

3 = 0
A1

1 (T,R) = A1
2 (T,R) = A1

3 (T,R) = 0
(4.28)

{
A1

2t − 2β (R+ ω4)A1
2 + ω2

2θ = 0
A1

2 (T,R) = 0
, (4.29){

A1
3t − 2β (R+ ω5)A1

3 + ω3

2θ = 0
A1

3 (T,R) = 0
(4.30)

Solving (4.28), (4.29) and (4.30), we have

A1
1 (t,R) =

 [P1(2β+1)ω2

4θ(R+ω4)
+ P2(2β+1)ω3

4θ(R+ω5)

]
(T − t)− P1(2β+1)ω2

4βθ(R+ω4)
2

[
1− e2β(R+ω4)(t−T )

]
− P1(2β+1)ω2

4βθ(R+ω4)
2

[
1− e2β(R+ω4)(t−T )

]
 (4.31)

A1
2 (t,R) =

ω2

4βθ (R+ ω4)

[
1− e2β(R+ω4)(t−T )

]
(4.32)

A1
3 (t,R) =

ω3

4βθ (R+ ω4)

[
1− e2β(R+ω5)(t−T )

]
(4.33)
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Hence from (4.26)

f1 (t,R, y, z) =


[
P1(2β+1)ω2

4θ(R+ω4)
+ P2(2β+1)ω3

4θ(R+ω5)

]
(T − t)− P1(2β+1)ω2

4βθ(R+ω4)
2

[
1− e2β(R+ω4)(t−T )

]
− P1(2β+1)ω2

4βθ(R+ω4)
2

[
1− e2β(R+ω4)(t−T )

]
+ ω2

4βθ(R+ω4)

[
1− e2β(R+ω4)(t−T )

]
y

+ ω3

4βθ(R+ω4)

[
1− e2β(R+ω5)(t−T )

]
z


(4.34)

Next, we proceed to solve (4.24), by assuming a solution of the form

f2 (t,R, y, z) =


B2

1 (t,R) + y
1
2B2

2 (t,R) + z
1
2B2

3 (t,R) + yB2
4 (t,R)

+zB2
5 (t,R) + y

3
2B2

6 (t,R) + z
3
2B2

7 (t,R)
B2

1 (T,R) = B2
2 (T,R) = B2

3 (T,R) = B2
4 (T,R)

= B2
5 (T,R) = B2

6 (T,R) = B2
7 (T,R) = 0

 (4.35)

and
f2t = B2

1t + y
1
2B2

2t + z
1
2B2

3t + yB2
4t + zB2

5t + y
3
2B2

6t + z
3
2B2

7t,

f2y = 1
2y
− 1

2B2
2 +B2

4 + 3
2y

1
2B2

6 , f
2
yy = − 1

4y
− 3

2B2
2 + 3

4y
− 1

2B2
6 ,

f2z = 1
2z
− 1

2B2
3 +B2

5 + 3
2z

1
2B2

7 , f
2
zz = − 1

4z
− 3

2B2
3 + 3

4z
− 1

2B2
7

 (4.36)

Substituting (4.36) into (4.24), we have{
B2

1t + P1β (2β + 1)B2
4 + P2β (2β + 1)B2

5 = 0
B2

1 (T,R) = B2
2 (T,R) = B2

3 (T,R) = 0
(4.37){

B2
2t − β (R+ ω4)B2

2 + 3
2β

2P1B
2
6 − 2P4δρβ

√
R A1

2R − ω6A
1
1R = 0

B2
2 (T,R) = 0

(4.38){
B2

3t − β (R+ ω5)B2
3 + 3

2β
2P2B

2
7 − 2P5δρβ

√
R A1

3R − ω7A
1
1R = 0

B2
3 (T,R) = 0

(4.39){
B2

4t − 2β (R+ ω4)B2
4 + ω2

2θ = 0
B2

4 (T,R) = 0
, (4.40){

B2
5t − 2β (R+ ω5)B2

5 + ω3

2θ = 0
B2

5 (T,R) = 0
(4.41){

B2
6t − 3β (R+ ω4)B2

6 + ω6A
1
2R = 0

B2
6 (T,R) = 0

, (4.42){
B2

7t − 3β (R+ ω5)B2
7 + ω7A

1
3R = 0

B2
7 (T,R) = 0

(4.43)

Solving equation (4.37) - (4.43), we have

B2
1 (t,R) =

 [P1(2β+1)ω2

4θ(R+ω4)
+ P2(2β+1)ω3

4θ(R+ω5)

]
(T − t)− P1(2β+1)ω2

4βθ(R+ω4)
2

[
1− e2β(R+ω4)(t−T )

]
− P1(2β+1)ω2

4βθ(R+ω4)
2

[
1− e2β(R+ω4)(t−T )

]


B2
2 (t,R) = eβ(R+ω4)(t−T )

 2P4δρβ
√
R
∫ T
t
A1

2Re
β(R+ω4)(T−τ)dτ

−ω6

∫ T
t
A1

1Re
β(R+ω4)(T−τ)dτ

− 3
2β

2P1

∫ T
t
B2

6e
β(R+ω4)(T−τ)dτ


B2

3 (t,R) = eβ(R+ω5)(t−T )

 2P5δρβ
√
R
∫ T
t
A1

3Re
β(R+ω5)(T−τ)dτ

−ω7

∫ T
t
A1

1Re
β(R+ω5)(T−τ)dτ

− 3
2β

2P2

∫ T
t
B2

7e
β(R+ω5)(T−τ)dτ


B2

4 (t,R) = ω2

4βθ(R+ω4)

[
1− e2β(R+ω4)(t−T )

]
B2

5 (t,R) = ω3

4βθ(R+ω4)

[
1− e2β(R+ω5)(t−T )

]
B2

6 (t,R) = ω6e
3β(R+ω4)(t−T )

∫ T
t
A1

2Re
3β(R+ω4)(T−τ)dτ

B2
7 (t,R) = ω7e

3β(R+ω5)(t−T )
∫ T
t
A1

3Re
3β(R+ω5)(T−τ)dτ



(4.44)
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Substituting (4.44) into (4.35), we have

f2 (t,R, y, z) =



 [P1(2β+1)ω2

4θ(R+ω4)
+ P2(2β+1)ω3

4θ(R+ω5)

]
(T − t)− P1(2β+1)ω2

4βθ(R+ω4)
2

[
1− e2β(R+ω4)(t−T )

]
− P1(2β+1)ω2

4βθ(R+ω4)
2

[
1− e2β(R+ω4)(t−T )

]


+y
1
2 eβ(R+ω4)(t−T )

 2P4δρβ
√
R
∫ T
t
A1

2Re
β(R+ω4)(T−τ)dτ

−ω6

∫ T
t
A1

1Re
β(R+ω4)(T−τ)dτ

− 3
2β

2P1

∫ T
t
B2

6e
β(R+ω4)(T−τ)dτ


+z

1
2 eβ(R+ω5)(t−T )

 2P5δρβ
√
R
∫ T
t
A1

3Re
β(R+ω5)(T−τ)dτ

−ω7

∫ T
t
A1

1Re
β(R+ω5)(T−τ)dτ

− 3
2β

2P2

∫ T
t
B2

7e
β(R+ω5)(T−τ)dτ


+ ω2y

4βθ(R+ω4)

[
1− e2β(R+ω4)(t−T )

]
+ ω3z

4βθ(R+ω4)

[
1− e2β(R+ω5)(t−T )

]
+y

3
2ω6e

3β(R+ω4)(t−T )
∫ T
t
A1

2Re
3β(R+ω4)(T−τ)dτ

+z
3
2ω7e

3β(R+ω5)(t−T )
∫ T
t
A1

3Re
3β(R+ω5)(T−τ)dτ


(4.45)

Next, we attempt to solve (4.25), by assuming a solution of the form

f3 (t,R, y, z) =


C3

1 (t,R) + y
1
2C3

2 (t,R) + z
1
2C3

3 (t,R) + yC3
4 (t,R) + zC3

5 (t,R)

+y
3
2C3

6 (t,R) + z
3
2C3

7 (t,R) + y2C3
8 (t,R) + z2C3

9 (t,R)
C3

1 (T,R) = C3
2 (T,R) = C3

3 (T,R) = C3
4 (T,R) = C3

5 (T,R)
= C3

6 (T,R) = C3
7 (T,R) = C3

8 (T,R) = C3
9 (T,R) = 0

 (4.46)

and

f3t = C3
1t + y

1
2C3

2t + z
1
2C3

3t + yC3
4t + zC2

5t + y
3
2C3

6t + z
3
2C3

7t + y2C3
8t + z2C3

9t,

f3y = 1
2y
− 1

2C3
2 + C3

4 + 3
2y

1
2C3

6 + 2yC3
8 , f

3
yy = − 1

4y
− 3

2C3
2 + 3

4y
− 1

2C3
6 + 2C3

8 ,

f3z = 1
2z
− 1

2C2
3 + C2

5 + 3
2z

1
2C2

7 + 2zC3
9 , f

3
zz = − 1

4z
− 3

2C3
3 + 3

4z
− 1

2C3
7 + 2C3

9

f1R = A1
1R + yA1

2R + zA1
3R, f

1
RR = A1

1RR + yA1
2RR + zA1

3RR
f2R = B2

1R + y
1
2B2

2R + z
1
2B2

3R + yB2
4R + zB2

5R + y
3
2B2

6R + z
3
2B2

7R,

f2yR = 1
2y
− 1

2B2
2R +B2

4R + 3
2y

1
2B2

6R, f
2
zR = 1

2z
− 1

2B2
3R +B2

5R + 3
2z

1
2B2

7R


(4.47)

Substituting (4.47) into (4.25), we have
[
C3

1t + P1β (2β + 1)C3
4 + P2β (2β + 1)C3

5 + (a− bR)A1
1R + 1

2δ
2RA1

1RR
− 1

2θδ
2R
(
1− P11ρ

2
) (
A1

1R
)2 − 2P4δρβ

√
R B2

2R − 2P5δρβ
√
R B2

3R

]
= 0

C3
1 (T,R) = 0

(4.48)

{
C3

2t − β (R+ ω4)C3
2 + 3

2β
2P1C

3
6 − 2P4δρβ

√
R B2

4R − ω6B
2
1R = 0

C3
2 (T,R) = 0

(4.49){
C3

3t − β (R+ ω5)C3
3 + 3

2β
2P2B

2
7 − 2P5δρβ

√
R B2

5R − ω7B
2
1R = 0

C3
3 (T,R) = 0

(4.50)
C3

4t − 2β (R+ ω4)C3
4 + 2P1(2β2 + β (2β + 1)C3

8 + (a− bR)A1
2R + 1

2δ
2RA1

2RR
− 1

2θδ
2R
(
1− P11ρ

2
)
A1

1RA
1
2R − 3P4δρβ

√
R B2

6R − ω6B
2
2R + ω2

2θ = 0
C3

4 (T,R) = 0
(4.51)


C3

5t − 2β (R+ ω5)C3
5 + 2P2(2β2 + β (2β + 1)C3

9 + (a− bR)A1
3R + 1

2δ
2RA1

3RR
− 1

2θδ
2R
(
1− P11ρ

2
)
A1

1RA
1
3R − 3P5δρβ

√
R B2

7R − ω7B
2
3R + ω3

2θ = 0
C3

5 (T,R) = 0
(4.52)

{
C3

6t − 3β (R+ ω4)C3
6 + ω6B

2
4R = 0

C3
6 (T,R) = 0

, (4.53)
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{
C3

7t − 3β (R+ ω5)C3
7 + ω7B

2
5R = 0

C2
7 (T,R) = 0

(4.54){
C3

8t − 2β (R+ ω4)C2
8 − 1

2θδ
2R
(
1− P11ρ

2
) (
A1

2R
)2 − ω6B

2
6R = 0

C3
4 (T,R) = 0

, (4.55)

{
C2

9t − 2β (R+ ω5)C2
9 − 1

2θδ
2R
(
1− P11ρ

2
) (
A1

3R
)2 − ω7B

2
7R = 0

C2
5 (T,R) = 0

(4.56)

Solving (4.48) - (4.56), we obtain

C3
1 (t,R) =

 1
2θδ

2R
(
1− P11ρ

2
) ∫ T

t

(
A1

1R
)2
dτ + 2P4δρβ

√
R
∫ T
t
B2

2Rdττ

+2P5δρβ
√
R
∫ T
t
B2

3Rd− P1β (2β + 1)
∫ T
t
C3

4dτ

−P2β (2β + 1)
∫ T
t
C3

5dτ − (a− bR)
∫ T
t
A1

1Rdτ − 1
2δ

2R
∫ T
t
A1

1RRdτ


C3

2 (t,R) = eβ(R+ω4)(t−T )

 2P4δρβ
√
R
∫ T
t
B2

4Re
β(R+ω4)(T−τ)dτ

+ω6

∫ T
t
B2

1Re
β(R+ω4)(T−τ)dτ

− 3
2β

2P1

∫ T
t
C3

6e
β(R+ω4)(T−τ)dτ


C3

3 (t,R) = eβ(R+ω5)(t−T )

 2P5δρβ
√
R
∫ T
t
B2

5Re
β(R+ω5)(T−τ)dτ

+ω7

∫ T
t
B2

1Re
β(R+ω5)(T−τ)dτ

− 3
2β

2P2

∫ T
t
C2

7e
β(R+ω5)(T−τ)dτ



C3
4 (t,R) = e2β(R+ω4)(t−T )


3P4δρβ

√
R
∫ T
t
B2

6Re
2β(R+ω4)(T−τ)dτ

−ω2

2θ

∫ T
t
e2β(R+ω4)(T−τ)dτ − (a− bR)

∫ T
t
A1

2Re
2β(R+ω4)(T−τ)dτ

+ω6

∫ T
t
B2

2Re
2β(R+ω4)(T−τ)dτ − 1

2δ
2R
∫ T
t
A1

2RRe
2β(R+ω4)(T−τ)dτ

−2P1(2β2 + β (2β + 1)
∫ T
t
C3

8e
2β(R+ω4)(T−τ)dτ

+θδ2R
(
1− P11ρ

2
) ∫ T

t
A1

1RA
1
2Re

2β(R+ω4)(T−τ)dτ



C3
5 (t,R) = e2β(R+ω5)(t−T )


3P5δρβ

√
R
∫ T
t
B2

7Re
2β(R+ω5)(T−τ)dτ

−ω3

2θ

∫ T
t
e2β(R+ω5)(T−τ)dτ − (a− bR)

∫ T
t
A1

3Re
2β(R+ω5)(T−τ)dτ

+ω7

∫ T
t
B2

3Re
2β(R+ω5)(T−τ)dτ − 1

2δ
2R
∫ T
t
A1

3RRe
2β(R+ω5)(T−τ)dτ

−2P2(2β2 + β (2β + 1)
∫ T
t
C3

9e
2β(R+ω5)(T−τ)dτ

+θδ2R
(
1− P11ρ

2
) ∫ T

t
A1

1RA
1
3Re

2β(R+ω5)(T−τ)dτ


C3

6 (t,R) = ω6e
3β(R+ω4)(t−T )

∫ T
t
B1

4Re
3β(R+ω4)(T−τ)dτ

C3
7 (t,R) = ω7e

3β(R+ω5)(t−T )
∫ T
t
B1

5Re
3β(R+ω5)(T−τ)dτ

C3
8 (t,R) = e2β(R+ω4)(t−T )

[
1
2θδ

2R
(
1− P11ρ

2
) ∫ T

t

(
A1

2R
)2
eβ(R+ω4)(T−τ)dτ

+ω6

∫ T
t
B2

6Re
2β(R+ω4)(T−τ)dτ

]

C3
9 (t,R) = e2β(R+ω5)(t−T )

[
1
2θδ

2R
(
1− P11ρ

2
) ∫ T

t

(
A1

3R
)2
eβ(R+ω4)(T−τ)dτ

+ω7

∫ T
t
B2

7Re
2β(R+ω4)(T−τ)dτ

]


(4.57)

Substituting (4.57) into (4.46), we obtain
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f3 (t,R, y, z) =

 1
2θδ

2R
(
1− P11ρ

2
) ∫ T

t

(
A1

1R
)2
dτ + 2P4δρβ

√
R
∫ T
t
B2

2Rdττ

+2P5δρβ
√
R
∫ T
t
B2

3Rd− P1β (2β + 1)
∫ T
t
C3

4dτ

−P2β (2β + 1)
∫ T
t
C3

5dτ − (a− bR)
∫ T
t
A1

1Rdτ − 1
2δ

2R
∫ T
t
A1

1RRdτ


+y

1
2 eβ(R+ω4)(t−T )

 2P4δρβ
√
R
∫ T
t
B2

4Re
β(R+ω4)(T−τ)dτ

+ω6

∫ T
t
B2

1Re
β(R+ω4)(T−τ)dτ

− 3
2β

2P1

∫ T
t
C3

6e
β(R+ω4)(T−τ)dτ


+z

1
2 eβ(R+ω5)(t−T )

 2P5δρβ
√
R
∫ T
t
B2

5Re
β(R+ω5)(T−τ)dτ

+ω7

∫ T
t
B2

1Re
β(R+ω5)(T−τ)dτ

− 3
2β

2P2

∫ T
t
C2

7e
β(R+ω5)(T−τ)dτ



+ye2β(R+ω4)(t−T )


3P4δρβ

√
R
∫ T
t
B2

6Re
2β(R+ω4)(T−τ)dτ

−ω2

2θ

∫ T
t
e2β(R+ω4)(T−τ)dτ − (a− bR)

∫ T
t
A1

2Re
2β(R+ω4)(T−τ)dτ

+ω6

∫ T
t
B2

2Re
2β(R+ω4)(T−τ)dτ − 1

2δ
2R
∫ T
t
A1

2RRe
2β(R+ω4)(T−τ)dτ

−2P1(2β2 + β (2β + 1)
∫ T
t
C3

8e
2β(R+ω4)(T−τ)dτ

+θδ2R
(
1− P11ρ

2
) ∫ T

t
A1

1RA
1
2Re

2β(R+ω4)(T−τ)dτ



+ze2β(R+ω5)(t−T )


3P5δρβ

√
R
∫ T
t
B2

7Re
2β(R+ω5)(T−τ)dτ

−ω3

2θ

∫ T
t
e2β(R+ω5)(T−τ)dτ − (a− bR)

∫ T
t
A1

3Re
2β(R+ω5)(T−τ)dτ

+ω7

∫ T
t
B2

3Re
2β(R+ω5)(T−τ)dτ − 1

2δ
2R
∫ T
t
A1

3RRe
2β(R+ω5)(T−τ)dτ

−2P2(2β2 + β (2β + 1)
∫ T
t
C3

9e
2β(R+ω5)(T−τ)dτ

+θδ2R
(
1− P11ρ

2
) ∫ T

t
A1

1RA
1
3Re

2β(R+ω5)(T−τ)dτ


+y

3
2ω6e

3β(R+ω4)(t−T )
∫ T
t
B1

4Re
3β(R+ω4)(T−τ)dτ

+z
3
2ω7e

3β(R+ω5)(t−T )
∫ T
t
B1

5Re
3β(R+ω5)(T−τ)dτ

+y2e2β(R+ω4)(t−T )

[
1
2θδ

2R
(
1− P11ρ

2
) ∫ T

t

(
A1

2R
)2
eβ(R+ω4)(T−τ)dτ

+ω6

∫ T
t
B2

6Re
2β(R+ω4)(T−τ)dτ

]

+z2e2β(R+ω5)(t−T )

[
1
2θδ

2R
(
1− P11ρ

2
) ∫ T

t

(
A1

3R
)2
eβ(R+ω4)(T−τ)dτ

+ω7

∫ T
t
B2

7Re
2β(R+ω4)(T−τ)dτ

]


(4.58)

Therefore, from (4.18), we have

fε (t,R, y, z) = f1 (t,R, y, z) +
√
εf2 (t,R, y, z) + εf3 (t,R, y, z)

where f1 (t,R, y, z) , f2 (t,R, y, z) and f3 (t,R, y, z) are given in equation (4.34), (4.45) and (4.58)
respectively.

Hence, lemma 4.1 is proved.

Lemma 4.2. The optimal value function is given as

N (t,R, s1, s2, h) = −1

θ
e−θ(fε(t,R,y,z)+hg(t)) (4.59)

where
fε (t,R, y, z) = f1 (t,R, y, z) +

√
εf2 (t,R, y, z) + εf3 (t,R, y, z)

g(t) = Exp

[
R+

P6(
(
P1P2 − P2

3

)
α

2P3 (2m1m2 −m1R−m2R)

]
(T − t)

Proof. Substituting equation (4.8) and lemma 4.1 into (4.2), then lemma 4.2 is proved.
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Lemma 4.3. The optimal investment plans are given as

ϕ∗1 =
1

h

 [P3s
β
1 (m2−R)−P2s

β
2 (m1−R)]

θ(P1P2−P2
3)s2β1 sβ2

+ 2β

s2β1
fy + (P3P5−P2P4)

√
R δρ

(P1P2−P2
3)sβ1

fR

Exp[R+
P6(
(
P1P2 − P2

3

)
α

2P3 (2m1m2 −m1R−m2R)

]
(t− T )

(4.60)

ϕ∗2 =
1

h

 [P3s
β
2 (m1−R)−P1s

β
1 (m2−R)]

θ(P1P2−P2
3)s2β1 sβ2

+ 2β

s2β2
fz + (P3P4−P1P5)

√
R δρ

(P1P2−P2
3)sβ2

fR

Exp[R+
P6(
(
P1P2 − P2

3

)
α

2P3 (2m1m2 −m1R−m2R)

]
(t− T )

(4.61)
where

fy = A1
2 +
√
ε
(

1
2y
− 1

2B2
2 +B2

4 + 3
2y

1
2B2

6

)
+ ε

(
1
2y
− 1

2C3
2 + C3

4 + 3
2y

1
2C3

6 + 2yC3
8

)
fz = A1

3 +
√
ε
(

1
2z
− 1

2B2
2 +B2

4 + 3
2z

1
2B2

6

)
+ ε

(
1
2z
− 1

2C3
2 + C3

4 + 3
2z

1
2C3

6 + 2zC3
8

)
fR =


A1

1R + yA1
2R + zA1

3R

+
√
ε
(
B2

1R + y
1
2B2

2R + z
1
2B2

3R + yB2
4R + zB2

5R + y
3
2B2

6R + z
3
2B2

7R

)
+ε
(
C3

1R + y
1
2C3

2R + z
1
2C3

3R + yC3
4R + zC2

5R + y
3
2C3

6R + z
3
2C3

7R + y2C3
8R + z2C3

9R,
)




P1 = n211 + n212, P2 = n221 + n222,P3 = n11n21 + n12n22,

P4 = n11 + n12,P5 = n21 + n22, P6 = 2P3(m1−R)(m2−R)

(P1P2−P2
3)

P7 = P2(m1−R)2

(P1P2−P2
3)
,P8 = P1(m2−R)2

(P1P2−P2
3)
,P9 = (P2P4−P3P5)

(P1P2−P2
3)

,

P10 = (P1P5−P3P4)

(P1P2−P2
3)

,P11 =
(P2P2

4+P1P2
5−2P3P4P5)

(P1P2−P2
3)

Proof. Recall from equation (3.7) and (3.8), we have

ϕ∗1 =

[
P3s

β
1 (m2 −R)− P2s

β
2 (m1 −R)

]
h (P1P2 − P2

3 ) s2β1 sβ2

Nh
Nhh

− s1
Nhs1
hNhh

− (P2P4 − P3P5)
√
R δρ

h (P1P2 − P2
3 ) sβ1

NhR
Nhh

ϕ∗2 =

[
P3s

β
2 (m1 −R)− P1s

β
1 (m2 −R)

]
h (P1P2 − P2

3 ) sβ1 s
2β
2

Nh
Nhh

− s2
Nhs2
hNhh

− (P1P5 − P3P4)
√
R δρ

h (P1P2 − P2
3 ) sβ2

NhR
Nhh

From equation (4.3), (4.8) and (4.10), we have

Nh
Nhh = − 1

θg = − 1
θExp

[
R+

P6((P1P2−P2
3)α

2P3(2m1m2−m1R−m2R)

]
(t− T )

Nhs1
Nhh =

vs1
g = −2βs−2β−11 fyExp

[
R+

P6((P1P2−P2
3)α

2P3(2m1m2−m1R−m2R)

]
(t− T )

Nhs2
Nhh =

ws2
g = −2βs−2β−12 fzExp

[
R+

P6((P1P2−P2
3)α

2P3(2m1m2−m1R−m2R)

]
(t− T )

NhR
Nhh = (vR+wR)

g = fRExp

[
R+

P6((P1P2−P2
3)α

2P3(2m1m2−m1R−m2R)

]
(t− T )

(4.62)

where

fy = A1
2 +
√
ε
(

1
2y
− 1

2B2
2 +B2

4 + 3
2y

1
2B2

6

)
+ ε

(
1
2y
− 1

2C3
2 + C3

4 + 3
2y

1
2C3

6 + 2yC3
8

)
fz = A1

3 +
√
ε
(

1
2z
− 1

2B2
2 +B2

4 + 3
2z

1
2B2

6

)
+ ε

(
1
2z
− 1

2C3
2 + C3

4 + 3
2z

1
2C3

6 + 2zC3
8

)
fR =


A1

1R + yA1
2R + zA1

3R

+
√
ε
(
B2

1R + y
1
2B2

2R + z
1
2B2

3R + yB2
4R + zB2

5R + y
3
2B2

6R + z
3
2B2

7R

)
+ε
(
C3

1R + y
1
2C3

2R + z
1
2C3

3R + yC3
4R + zC2

5R + y
3
2C3

6R + z
3
2C3

7R + y2C3
8R + z2C3

9R,
)


Substituting (4.62) into (3.7) and (3.8), this completes the proof.
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Remark 4.4. If the risk free interest rate R is not stochastic, i.e. ε = 0 and ρ = 0, then

ϕ∗1 =
1

h

 [P3s
β
1 (m2−R)−P2s

β
2 (m1−R)]

θ(P1P2−P2
3)s2β1 sβ2

+ 2β

s2β1
A1

2

− (P2P4−P3P5)
√
R δρ

(P1P2−P2
3)sβ1

(
A1

1R + yA1
2R + zA1

3R
)
Exp[R+

P6(
(
P1P2 − P2

3

)
α

2P3 (2m1m2 −m1R−m2R)

]
(t− T )

(4.63)

ϕ∗2 =
1

h

 [P3s
β
2 (m1−R)−P1s

β
1 (m2−R)]

θ(P1P2−P2
3)s2β1 sβ2

+ 2β

s2β2
A1

3

− (P1P5−P3P4)
√
R δρ

(P1P2−P2
3)sβ2

(
A1

1R + yA1
2R + zA1

3R
)
Exp[R+

P6(
(
P1P2 − P2

3

)
α

2P3 (2m1m2 −m1R−m2R)

]
(t− T )

(4.64)
where

A1
1 (t,R) =

 [P1(2β+1)ω2

4θ(R+ω4)
+ P2(2β+1)ω3

4θ(R+ω5)

]
(T − t)− P1(2β+1)ω2

4βθ(R+ω4)
2

[
1− e2β(R+ω4)(t−T )

]
− P1(2β+1)ω2

4βθ(R+ω4)
2

[
1− e2β(R+ω4)(t−T )

]


A1
2 (t,R) =

ω2

4βθ (R+ ω4)

[
1− e2β(R+ω4)(t−T )

]
A1

3 (t,R) =
ω3

4βθ (R+ ω4)

[
1− e2β(R+ω5)(t−T )

]
5 Sensitivity Analysis
Here we present some numerical simulations to study the effects of some parameters on the optimal
investment plan under logarithm utility. To achieve this, the following data will be used unless
otherwise stated n11 = 1, n12 = 0.9, n21 = 0.85, n11 = 0.8, β = −1,m1 = 0.4, m2 = 0.3, h =
1, α = 1, ρ = −0.5, R (0) = 0.05, S1 (0) = 1.5, S2 (0) = 1.2, T = 3

Evolution of the optimal investment plan ϕ∗0, ϕ∗1, and ϕ∗2
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The impact of the risk free interest r on ϕ∗1

The impact of the risk free interest r on ϕ∗0

The impact of the correlation coefficient ρ on ϕ∗0

102

https://doi.org/10.52968/28306828


International Journal of Mathematical Analysis and
Optimization: Theory and Applications

Vol. 7, No. 1, pp. 87 - 107
https://doi.org/10.52968/28306828

The impact of the correlation coefficient ρ on ϕ∗1

The impact of the correlation coefficient ρ on ϕ∗2

Evolution of ϕ∗0 with different elasticity parameter β
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Evolution of ϕ∗1 with different elasticity parameter β

Evolution of ϕ∗2 with different elasticity parameter β

6 Discussion
The impact of sensitive parameters on the optimal investment plan is analysed. In Figure 5, the
simulation of optimal investment plan of the three assets is given against time; the graph shows
that at the initial time, the investor will invest more in the risk free asset and less in the other two
risky assets and as expiration date draws closer the investor will begin to invest more in risky and
reduce investment in risk free asset. In figure 5 and 5, the investment plan for the risk free asset
increases with interest rate increases while that of the risky asset decreases with interest rate.This is
because the investors prefer investment in risk free asset than risky asset whenever the interest rate
appreciates since it is risk-less. Figure 5, 5, and 5 give the analysis of the impact of the correlation
coefficient ρ on the optimal investment plans ϕ∗0, ϕ∗1 and ϕ∗2, it is observed that as ρ increases ϕ∗0
decreases, ϕ∗1 increases significantly while ϕ∗2 experience little or no increase. Also, we observed
also that as the investment time draws closer to it expiring date, the insurer will invest less in the
risky assets and more in the risk free asset. Figure 5, shows that as β reduces, ϕ∗0 increases which
implies that investors with high θ may invest more in risk free asset to prevent more loss especially
when the market is very volatile. On the contrary, figures 5 and 5, show that as β reduces, the
optimal investment plan for the two risky assets decreases which implies that investors with high θ
may be more scared to invest in the risky assets when the market is highly volatile. Furthermore,
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at the initial stage of investment we observed a huge disparity between the investment plan when
β = −1 when compared to β = −1.5 and −2. This confirm that the choice of β = −1 could be
most suitable in choosing an investment plan.
From equation (4.60) and (4.61), the optimal investment plan decreases with an increase in the
initial wealth. Also, from remark 4.4, the optimal investment plan for the two risky assets reduce
to the result in [27] when R is not stochastic.

7 Conclusion
This paper investigated explicit solutions of the optimal investment plans of an investor with ex-
ponential utility function exhibiting CARA under CEV model and stochastic interest rate. We
considered a portfolio with risk-free asset modelled by Cox- Ingersoll-Ross (CIR) process and two
risky assets modelled by the CEV process.The power transformation and change of variable ap-
proach with asymptotic expansion technique was used to determine explicit solutions of the opti-
mal investment plans. Furthermore, we present some numerical simulations to study the effect of
the interest rate, elasticity parameter, correlation coefficient and the risk averse coefficient on the
optimal investment plans.Finally, when the interest rate is constant, our result is similar to the
result in [27].
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